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Motivation
Adversarial Training

Goodfellow et. al. in Explaining and Harnessing Adversarial Examples
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Framework

• Undesirable increase in the natural error when the adversarial error 

decreases (e.g. TRADES, FAT)

• Not flexible training configurations in the joint training framework 

Motivation
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Experiments
Advantages

Ø Decouple task-aware assignments from joint training

• Each base learner can wield customized strategies (e.g., EMA, 

augmentations) for better performance

• Lower error in sub-tasks results in a lower error bound for the global 

learner (Theorem 1)

Ø Initialize base learners from the global learner

• Enable fast learning within a given assignment and improve 

generalization (Claim in Section 3.3)



Experiments
ExperimentsTable 1. Comparison of our algorithm with different training methods using ResNet-18 and WRN-32-10 on CIFAR-10. The maximum

perturbation is " = 8/255. The best checkpoint is selected based on the tradeoff between clean accuracy and robust accuracy against PGD20
on the test set. We highlight the top two results on each task. We omit standard deviations of Generalist as they are very small (< 0.5%).
Average accuracy rates (in %) have shown that the proposed Generalist method greatly mitigates the tradeoff of the model.

(a) Evaluation results based on ResNet-18.

Method NAT PGD20 PGD100 MIM CW APGDce APGDdlr APGDt FATt Square AA
NT 93.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AT (� = 1) 84.32 48.29 48.12 47.95 49.57 47.47 48.57 45.14 46.17 54.21 44.37
AT (� = 1/2) 87.84 44.51 44.53 47.30 44.93 40.58 42.55 40.20 44.56 50.76 40.06
TRADES (� = 6) 83.91 54.25 52.21 55.65 52.22 53.47 50.89 48.23 48.53 55.75 48.20
TRADES (� = 1) 87.88 45.58 45.60 47.91 45.05 42.95 42.49 40.38 43.89 53.49 40.32
FAT 87.72 46.69 46.81 47.03 49.66 46.20 47.51 44.88 45.76 52.98 43.14
IAT 84.60 40.83 40.87 43.07 39.57 37.56 37.95 35.13 36.06 49.30 35.13
RST 84.71 44.23 44.31 45.33 42.82 41.25 42.01 40.41 46.54 50.49 37.68
Generalist 89.09 50.01 50.00 52.19 50.04 46.53 48.70 46.37 47.32 56.68 46.07

(b) Evaluation results based on WRN-32-10.

Method NAT PGD20 PGD100 MIM CW APGDce APGDdlr APGDt FATt Square AA
NT 93.30 0.01 0.02 0.05 0.00 0.00 0.00 0.00 0.87 0.28 0.00
AT (� = 1) 87.32 49.01 48.83 48.25 52.80 48.83 49.00 46.34 48.17 54.26 46.11
AT (� = 1/2) 89.27 48.95 48.86 51.35 49.56 45.98 47.66 44.89 46.42 56.83 44.81
TRADES (� = 6) 85.11 54.58 54.82 55.67 54.91 54.89 55.50 52.71 52.61 57.62 52.19
TRADES (� = 1) 87.20 51.33 51.65 52.47 53.19 51.60 51.88 49.97 50.01 54.83 49.81
FAT 89.65 48.74 48.69 48.24 52.11 48.50 48.81 46.70 46.17 51.51 44.73
IAT 87.93 50.55 50.72 52.37 48.71 47.71 46.55 43.84 45.78 56.52 43.80
RST 87.27 46.55 46.76 47.02 45.99 45.73 46.58 45.78 43.18 52.44 41.52
Generalist 91.03 56.88 56.92 58.87 57.23 53.94 55.80 53.00 53.65 63.10 52.91

curacy decreases by a small margin. We also investigate
the static/dynamic strategy for �. By observing � = 0.5
and � = (1, 1, 1, 0.5), the scheduled mixing strategy makes
Generalist more robust to various attacks.

4.2.2 Communication Frequency c

In Generalist, c controls the communication frequency be-
tween the global learner and base learners. Therefore, for
c, with the fixed mixing ratio strategy, we sweep over the
frequency of communication from 1 to 15.

Results are shown in Figure 3, and we have the follow-
ing observations. Intuitively, a larger c means base learners
communicate with the global learner less frequently to get
the initialization, so they barely have the opportunity to
move alternately towards two optimal solution manifolds.
But specifically, the natural accuracy falls back down after
reaching the peak while the robust accuracy in different ad-
versarial settings roughly shows a trough. Such observation
manifests that too much/little communication has a negative
influence on standard accuracy but results in relatively higher
robustness. It captures a tradeoff between natural and robust
errors with respect to c.

4.2.3 Parameter Selection

In practice, it is natural to select the mixing parameter � and
the frequency of communication c under a scenario without
knowing the target model or dataset. We can find the best
parameters on specific architecture and dataset, which is

Figure 3. Generalist with different mixing ratio strategies and
various values of frequency on CIFAR-10. We evaluate both natural
accuracy and robustness against PGD20, C&W and AA attacks
using ResNet-18.

Table 1. Comparison of our algorithm with different training methods using ResNet-18 and WRN-32-10 on CIFAR-10. The maximum
perturbation is " = 8/255. The best checkpoint is selected based on the tradeoff between clean accuracy and robust accuracy against PGD20
on the test set. We highlight the top two results on each task. We omit standard deviations of Generalist as they are very small (< 0.5%).
Average accuracy rates (in %) have shown that the proposed Generalist method greatly mitigates the tradeoff of the model.

(a) Evaluation results based on ResNet-18.

Method NAT PGD20 PGD100 MIM CW APGDce APGDdlr APGDt FATt Square AA
NT 93.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AT (� = 1) 84.32 48.29 48.12 47.95 49.57 47.47 48.57 45.14 46.17 54.21 44.37
AT (� = 1/2) 87.84 44.51 44.53 47.30 44.93 40.58 42.55 40.20 44.56 50.76 40.06
TRADES (� = 6) 83.91 54.25 52.21 55.65 52.22 53.47 50.89 48.23 48.53 55.75 48.20
TRADES (� = 1) 87.88 45.58 45.60 47.91 45.05 42.95 42.49 40.38 43.89 53.49 40.32
FAT 87.72 46.69 46.81 47.03 49.66 46.20 47.51 44.88 45.76 52.98 43.14
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AT (� = 1/2) 89.27 48.95 48.86 51.35 49.56 45.98 47.66 44.89 46.42 56.83 44.81
TRADES (� = 6) 85.11 54.58 54.82 55.67 54.91 54.89 55.50 52.71 52.61 57.62 52.19
TRADES (� = 1) 87.20 51.33 51.65 52.47 53.19 51.60 51.88 49.97 50.01 54.83 49.81
FAT 89.65 48.74 48.69 48.24 52.11 48.50 48.81 46.70 46.17 51.51 44.73
IAT 87.93 50.55 50.72 52.37 48.71 47.71 46.55 43.84 45.78 56.52 43.80
RST 87.27 46.55 46.76 47.02 45.99 45.73 46.58 45.78 43.18 52.44 41.52
Generalist 91.03 56.88 56.92 58.87 57.23 53.94 55.80 53.00 53.65 63.10 52.91

curacy decreases by a small margin. We also investigate
the static/dynamic strategy for �. By observing � = 0.5
and � = (1, 1, 1, 0.5), the scheduled mixing strategy makes
Generalist more robust to various attacks.

4.2.2 Communication Frequency c

In Generalist, c controls the communication frequency be-
tween the global learner and base learners. Therefore, for
c, with the fixed mixing ratio strategy, we sweep over the
frequency of communication from 1 to 15.

Results are shown in Figure 3, and we have the follow-
ing observations. Intuitively, a larger c means base learners
communicate with the global learner less frequently to get
the initialization, so they barely have the opportunity to
move alternately towards two optimal solution manifolds.
But specifically, the natural accuracy falls back down after
reaching the peak while the robust accuracy in different ad-
versarial settings roughly shows a trough. Such observation
manifests that too much/little communication has a negative
influence on standard accuracy but results in relatively higher
robustness. It captures a tradeoff between natural and robust
errors with respect to c.

4.2.3 Parameter Selection

In practice, it is natural to select the mixing parameter � and
the frequency of communication c under a scenario without
knowing the target model or dataset. We can find the best
parameters on specific architecture and dataset, which is

Figure 3. Generalist with different mixing ratio strategies and
various values of frequency on CIFAR-10. We evaluate both natural
accuracy and robustness against PGD20, C&W and AA attacks
using ResNet-18.

• ResNet-18 on CIFAR-10

• WRN-32-10 on CIFAR-10
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Communication frequency and mixing ratio
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Experiments
Different Optimizers
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Visualization

TRADES: bird
Generalist: cat
Label: cat

TRADES: horse
Generalist: dog
Label: dog

TRADES: truck
Generalist: bird
Label: bird

TRADES: cat
Generalist: deer
Label: deer

TRADES: truck
Generalist: cat
Label: cat

(2) Hard

(1) Easy

TRADES: dog
Generalist: horse
Label: horse

TRADES: horse
Generalist: bird
Label: bird

TRADES: dog
Generalist: frog
Label: frog

TRADES: airplane
Generalist: bird
Label: bird

TRADES: airplane
Generalist: cat
Label: cat

TRADES: airplane
Generalist: ship
Label: ship

TRADES: dog
Generalist: cat
Label: cat

TRADES: truck
Generalist: airplane
Label: airplane

TRADES: dog
Generalist: bird
Label: bird

TRADES: horse
Generalist: deer
Label: derr

(3) Adv (TRADES)

FAT: automobile
Generalist: truck
Label: truck

FAT: airplane
Generalist: bird
Label: bird

FAT: airplane
Generalist: ship
Label: ship

FAT: ship
Generalist: horse
Label: horse

FAT: frog
Generalist: deer
Label: deer

(4) Adv (FAT)



Conclusion

Poster Session

Fri 23 Jun 
1:30 a.m. CST — 3 a.m. CST

West Building Exhibit Halls ABC 388

Conclusion

• Propose a bi-expert framework named Generalist for mitigating the tradeoff 

between natural and robust generalization

• By decoupling from the joint training paradigm, each base learner can wield 

customized strategies based on data distribution

• Theoretically and empirically justify the effectiveness of Generalist


