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Human Mesh Recovery
• HMR: task regresses 3D human body model (SMPL) parameters from RGB inputs
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[R2] Kolotouros et al., Learning to Reconstruct 3 D Human Pose and Shape via Model-fitting in the Loop, ICCV 2019

[R3] Li et al., HybrIK: A Hybrid Analytical-Neural Inverse Kinematics Solution for 3D Human Pose and Shape Estimation, CVPR 2021

[R4] Zhang et al., PyMAF: 3D Human Pose and Shape Regression with Pyramidal Mesh Alignment Feedback Loop, ICCV 2021
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Existing methods

Motivation
• Existing methods fail to regress SMPL when the ambiguity (e.g., depth, occlusion) exists

Mimic the mental model of human
(1)  Imagine a person at difference directions in 3D space
(2)  Utilize consistency of pose and shape from those views

Only consider the direction in which the image was taken
Fail to reconstruct human body mesh if ambiguity exists
(e.g., depth and occlusion)

Our motivation



Goal & Method
• Make the model can imagine a person placed in a 3D space via neural feature fields
• Training phase: utilize the consistency of pose and shape by rotating viewing direction
• Inference phase: use results inferred from rendered feature in a canonical viewing dir.

Proposed
model



Method
• Framework: conventional HMR pipeline + Feature Fields Module + Geo. Guidance Branch
• Objective: canonical view regr. + appearance cons. + arbitrary view imagination loss

(1)  Canonical view regression loss
- Constraint for inference from the canonical viewing direction

like conventional HMR methods
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• Framework: conventional HMR pipeline + Feature Fields Module + Geo. Guidance Branch
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(1)  Canonical view regression loss
- Constraint for inference from the canonical viewing direction

like conventional HMR methods

(2)  Arbitrary view imagination loss
- Constraint that the predicted results (including silh.) from an 

arbitrary viewing direction should be equal to the rotated G.T.

(3)  Appearance consistency loss
- Constraint that the pose and shape parameters inferred from 

different directions should be the same
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• Quantitative results (3DPW)
• 8.1% improv. in PA-MPJPE
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Results
• Results from different views



Thank you!


