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Self-supervised	Paired	Similarity	Representation	Learning	(PSRL)

Brief	Summary

• Effectively	encodes	spatial	structures	for	vision-based	reinforcement	learning

• Propose	to	impose	the	paired	similarity	constraints	for	visual	deep	RL	by	guiding	the
global	prediction	heads	with	locality-inherent	volume
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1.	Deep	reinforcement	learning	(RL)

1.	Introduction

• Training	agents	to	solve	various	tasks	including	complex	control	and	video	games	

• Most	approaches	have	focused	on	training	RL	agent	under	the	assumption	that
compact	state	representations	are	readily	available

• This	assumption	does	not	hold	in	the	cases	where	raw	visual	observations	(e.g.	images)
are	used	as	inputs	for	training	the	deep	RL	agent
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2.	Self-supervised	learning	approaches

1.	Introduction

1. Ankesh Anand, Evan Racah, Sherjil Ozair, Yoshua Bengio, Marc-Alexandre C.t., and R. Devon Hjelm. “Unsupervised state representation learning in atari.” NeurIPS, 2019.
2. Debidatta Dwibedi, Jonathan Tompson, Corey Lynch, and Pierre Sermanet. “Learning actionable representations from visual observations.” In IEEE/RSJ IROS, 2018.
3. Michael Laskin, Aravind Srinivas, and Pieter Abbeel. “CURL: contrastive unsupervised representations for reinforcement learning.” ICML, 2020.
4. Bogdan Mazoure, Remi Tachet des Combes, Thang Doan, Philip Bachman, and R. Devon Hjelm. “Deep reinforcement and infomax learning.” NeurIPS, 2020.
5. Max Schwarzer, Ankesh Anand, Rishab Goel, R Devon Hjelm, Aaron Courville, and Philip Bachman. “Data-efficient reinforcement learning with self-predictive representations.”
ICLR, 2021.
6. Pierre Sermanet, Corey Lynch, Yevgen Chebotar, Jasmine Hsu, Eric Jang, Stefan Schaal, and Sergey Levine. “Time-contrastive networks: Self-supervised learning from video.” In
IEEE ICRA, 2018.
7. Adam Stooke, Kimin Lee, Pieter Abbeel, and Michael Laskin. “Decoupling representation learning from reinforcement learning.” ICML, 2020.

• A	number	of	deep	RL	approaches	leverage	the	recent	advance	of	self-supervised
learning	which	effectively	extracts	high-level	features	from	raw	pixels
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2.	Self-supervised	learning	approaches

1.	Introduction

• Problem	of	recent	approaches:	Encode	the	global semantic	representations	of	images,
there	has	been	no	attention	on	the	local fine-grained	structures

1. Ankesh Anand, Evan Racah, Sherjil Ozair, Yoshua Bengio, Marc-Alexandre C.t., and R. Devon Hjelm. “Unsupervised state representation learning in atari.” NeurIPS, 2019.
2. Debidatta Dwibedi, Jonathan Tompson, Corey Lynch, and Pierre Sermanet. “Learning actionable representations from visual observations.” In IEEE/RSJ IROS, 2018.
3. Michael Laskin, Aravind Srinivas, and Pieter Abbeel. “CURL: contrastive unsupervised representations for reinforcement learning.” ICML, 2020.
4. Bogdan Mazoure, Remi Tachet des Combes, Thang Doan, Philip Bachman, and R. Devon Hjelm. “Deep reinforcement and infomax learning.” NeurIPS, 2020.
5. Max Schwarzer, Ankesh Anand, Rishab Goel, R Devon Hjelm, Aaron Courville, and Philip Bachman. “Data-efficient reinforcement learning with self-predictive representations.”
ICLR, 2021.
6. Pierre Sermanet, Corey Lynch, Yevgen Chebotar, Jasmine Hsu, Eric Jang, Stefan Schaal, and Sergey Levine. “Time-contrastive networks: Self-supervised learning from video.” In
IEEE ICRA, 2018.
7. Adam Stooke, Kimin Lee, Pieter Abbeel, and Michael Laskin. “Decoupling representation learning from reinforcement learning.” ICML, 2020.

• Our	key	observation:	Spatial	deformation can	provide	plenty	of	local	samples!
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3.	Proposed	Method	(PSRL)

1.	Introduction

• Paired	similarity	constraints
-We	impose	the	paired	similarity	constraints	for	visual	deep	RL	by	guiding	the	global	prediction	heads	
with	locality-inherent	volume.
- We	impose	similarity	constraints	on	the	three	representations:
1)	transformed	query	representations	by	the	estimated	pixel-wise	correspondence
2)	predicted	query	representations	from	the	action	aware	transform	module
3)	target	representations	of	future	state

• Correspondence	aware	transform
Correspondence	aware	transform	is	applied	to	generate	future	representations,	which	has	been	widely
used	for	various	tasks	such	as	image	registration	and	recognition	to	model	the	local	spatial	deformation.

• Action	aware	transform
We	extend	our	framework	by	introducing	the	concept	of	future	state	prediction	into	the	proposed	action
aware	transform.
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2.	Proposed	Method	– Overview

• Overall	framework	of	the	PSRL	method

1)	CAT
• generates	the	next	feature	via

warping	using	a	correspondence	map.
2)	AAT
• predicts	the	next	feature	using	the	
current	action.

3)	𝓛𝟏 loss
• encodes	local	information	as	it

operates	in	pixel	units.
4)	𝓛𝒔 loss
• encodes	global	information	as	it

operates	after	converting	3D	volume
into	a	global	vector.
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2.	Proposed	Method – Correspondence	Estimation

Self-supervised	Correspondence	Estimation
1. Given	an	input	raw	observation	𝑜# and	𝑜#$%,

we	apply	query	encoder	𝐄& and	target	encoder	
𝐄' to	generate	the	latent	features	𝑧& and	𝑧'.

2. We	compute	a	correlation	volume	𝐕(,* using	a
dot	product	between	two	latent	representations
as	follows:		

3. The	correspondence	estimation	module	𝐂 is
trained	by	self-supervised	loss	ℒ+ as:

𝐕(,* 𝑢, 𝑣, 𝛿 = 𝑧( 𝑢 + 𝛿 , 𝑧* 𝑣 + 𝛿

Correlation	volume	is
computed	between	two
latent	representations!

ℒ+ 𝑐(→* =/
-

𝐼( 𝑝 − 𝐼* 𝑝 + 𝑐(→* + ℒ+./
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2.	Proposed	Method – Paired	Similarity	Representation	Learning

Pixel-wise	correspondence	learning	and	correspondence	aware	transform	(CAT)

External	correspondence	map

Internal	correspondence	map 1.	We	first	compute	a	set	of	M +	1	external correspondence	
maps	with	the	self-supervised	correspondence	estimation
module	𝐂 such	that

2.	As	an	additional	exploitation	of	predicted	volumes,
we	also	predict	internal correspondence	maps	within
the	query	features	𝑒!

" as	𝑐#→%&'( = 𝐂 𝑧#
" , 𝑧%

" .

𝑐#$0$%→#$0.1' = 𝐂 𝑧#$0$%' , 𝑧#$0
& for 𝑖 = 0,… ,𝑀.

3.	The	loss	function	ℒ) for	computing	the	internal	and	external	correspondence	maps	is	given	as

ℒ2 = ℒ+ 𝑐#→#$304' +/
056

3

ℒ+ 𝑐#$0$%→#$0.1'
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2.	Proposed	Method – Correspondence	Estimation

Pixel-wise	correspondence	learning	and	correspondence	aware	transform	(CAT)

4.	To	measure	the	similarity	between	the	transformed	query	representation	
𝑍!*+
",(- and	the	target	representation	𝑍!*+( ,	we	use	two	projection	heads	and
one	predictor.

ℒ7 𝑦%, 𝑦8 = −
𝑦%, 𝑦8

𝑦% 8 𝑦8 8

5.	The	prediction	loss	ℒ. is	computed	using	the	cosine	similarity	between
the	transformed	query	representation	𝑦!*+

",(- = 𝜙"(𝜓" 𝑍!*+
",(- ) and	the

observed	target	representation	𝑦!*+( = (𝜓( 𝑍!*+( ),	such	that	
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2.	Proposed	Method – Correspondence	Estimation

Action	aware	transform	(AAT)
1.	We	generate	the	query	representation	𝑍!

" by	applying	1	X	1	convolution	to	the
query	features	and	then	feed	it	into	the	convolutional	prediction	model	G.

ℒ709 = ℒ7 𝑦#$%
&,'+, 𝑦#$%' + ℒ7 𝑦#$%

&,-+, 𝑦#$%'

+ ℒ% 𝑍#$%
&,'+ , 𝑍#$%' + ℒ% 𝑍#$%

&,-+, 𝑍#$%'

2.	Then,	we	use	a	single	next	prediction	𝑍!*+
",/- = 𝐆(𝑍!

" , 𝑎!) from	the	query
representation	𝑍!

".

3.	The	predicted	global	query	representation	𝑍!*+
",/- is	fed	into	the	query

projection	head	𝜓" and	the	query	prediction	head	𝜙" such	that
𝑦!*+
",/- = 𝜙" 𝜓" 𝑍!*+

",/- ,	with	the	loss	ℒ.(𝑦!*+
",/- , 𝑦!*+( ).

4.	We	measure	the	paired	similarity	loss	ℒ.&0 between	the	three
representations	𝑦!*+

",(- , 𝑦!*+
",/- ,	and	𝑦!*+( as
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3.	Experimental	Results

• Evaluation on Atari Games

1. The	proposed	method	(PSRL)	achieved	the	best
performance	on	13	out	of	26	environments.

2. PSRL	did	not	perform	well	in	the	task	`Pong’,	
because	of	the	few	discriminative	spatial	structures
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3.	Experimental	Results

• Evaluation on DMControl Suite

1. The	proposed	method	(PSRL)	achieved	the	best	performance	on	4	out	of	6	environments	for	500K
time	steps.

2. RAD,	DrQ and	RSRL	are	the	three	methods	with	the	highest	convergence	speed.

- 500K	steps:	after	most	methods	converge
- 100K	steps:	when	most	methods	do	not	converge


