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Patch-Craft Training — Problem Definition

Self-supervised training for image denoising
 Noise can have non-Gaussian distribution

* Noise can exhibit short-range spatial and
cross-channel correlations

e Capturing corrupted images is S
relatively straightforward S

» Obtaining ground-truth or W

estimating noise model is difficult

* In RGB space real sensor noise typically
correlated
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Patch-Craft Training — Sample Results

R2R, 25.26dB
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Patch-Craft Training — Overview
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Lemma

Lemma:
If 71 is statistically independent of 0 and 0, and
admits a zero mean M|l | , then

M al ML II'@e) ol ] (iI'@o) oll )

Conclusion:

Training with the loss Qis equivalent to SGD with
clean targets O
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Correlation Reduction — Definitions

empirical covariance
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We are going to use the histogram of i
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Correlation Reduction
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mean — black bar O Exclude from the

i I red bar training set all
image pairs for
which | i

cut the left tail

O The mean of the
resulting histogram
coincides with its peak
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Results — Correlated Gaussian Noise
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Results — Real-World Image Noise
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Results — Correlated Gaussian Noise

R2R, 25.26dB
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Results — Real-World Noise

|

Clean ~ Noisy, 28.29 dB 2N, 28.36 dB

R2R, 31.62 dB BM3D-0O, 33.60 dB PC-DnCNN (ours), 34.41 dB
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Patch-Craft Denoising — Summary

O Novel self-supervised framework for correlated
image denoising

O Relies on availability of short video sequences

0 Applies patch matching for building patch-craft
Images

0 Excludes images with high correlation from the
training set

0 Achieves an outstanding denoising performance
compared with the recent state-of-the-art
self-supervised methods
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