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Background

• On the Opportunities and Risks of Foundation Models, arXiv 2022

• Foundation Model
• trained on broad data (generally using self-supervision at scale)
• can be adapted to a wide range of downstream tasks



VideoMAE V2

• Aims to
• study the scaling property of video masked autoencoder
• push its performance limit on video downstream tasks

• Methods
• Dual masking
• Model scaling
• Data Scaling
• Progressive training

• Results
• 6 SOTA on video tasks



Revisit VideoMAE

• Asymmetric encoder-decoder architecture
• Simple but effective masking and reconstruction pretext task

• Tube masking with extremely high mask ratio



Challenges of scaling VideoMAE

• Bottleneck of computational cost and memory consumption
• Dual Masking

• 90% Tube Masking for Encoder 
• 50% Running Cell Masking for Decoder

• Limited availability of public video datasets
• UnlabeledHybrid

• Kinetics, SSv2, AVA, WebVid, self-collected Instagram videos

• Uncertainty in adapting the billion-level pre-trained model
• Progressive training

• Pre-training → Post-pre-training → Specific Fine-tunning



Bottleneck of computational cost and memory consumption

• Dual Masking
• 90% Tube Masking for Encoder 
• 50% Running Cell Masking for Decoder



Limited availability of public video datasets

• UnlabeledHybrid
• Kinetics, SSv2, AVA, WebVid, self-collected Instagram videos
• 1.35 million video clips

Results on the Kinetics-400 dataset

Results on the Something-Something V2 dataset



Uncertainty in adapting the billion-level pre-trained model

• Progressive training
• Pre-training on UnlabeledHybrid
• Post-pre-training on LabeledHybrid (Kinetics 710)
• Specific Fine-tunning on downstream dataset

Study on progressive pre-training



Powerful VideoMAE V2-g

• ViT-giant with 1.01 billion parameters
• Performance Ranks

• Distillation

 SOTA AVA-Kinetics 43.9
 SOTA AVA v2.2 42.6
 SOTA FineAction 18.2
 SOTA THUMOS’14 69.6
 SOTA HMDB-51 88.1
 SOTA UCF101 99.6
 RANK #2 SSv1 68.7
 RANK #3 SSv2 77.0
 RANK #5 Kinetics-400 90.0
 RANK #9 Kinetics-600 89.9
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