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1. Background

Å Multimodal Emotion Recognition (MER)

Multimodal emotion 

recognition (MER) aims to 

perceive the emotion of 

humans from video clips. 

Video clips involve multimodal 

temporal data, e.g., natural 

language, visual actions and 

acoustic behaviors.
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Fig 2. Typical MER pipeline.
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1. Background

Å Typical previous methods for MER

Multimodal Transformer 
ACL, 2019 [1]

Progressive Modality Reinforcement 
CVPR, 2021 [3]

Feature-DisentangledMER
Multimedia, 2020 [2]



2. Motivation

Å Towards small unimodal performance discrepancies

ÅThe inherent multimodal heterogeneitiesexist

ÅThe contribution of different modalities varies significantly

Å Languageexcels as it can benefit from a pre-trained model, e.g., BERT 

Å Languageis descriptive, sparse, intrinsically semantic

Å Vision/image is redundant

Å Audio is quite weak with few semantics

Fig 3. Unimodalaccuracycomparison.



2. Motivation

Å Towards small unimodal performance discrepancies

Fig 4. Conventionalknowledgedistillationfor MER.

Conventional cross-modal distillation mechanism has drawbacks:

Å Distillation direction or weightsare cumbersome

Å Multimodal feature distribution mismatch hinders the distillation 

effects



2. Motivation

Å Towards small unimodal performance discrepancies

Decoupledmultimodal distillation mechanism has benefits:

Å Distillation direction and weights can be adaptively

learned

Å Multimodal heterogeneity can be mitigated via feature

decoupling

Fig 5. Our proposedDecoupledMultimodal Distillation.



3. Decoupled Multimodal Distillation

Å Feature Decoupling

Decomposemultimodal 

feature into homo-/ 

hetero-geneousspaces.

Z
Positive

Negative

é

Homogeneous GD

Feature

Decoupling

Multimodal 

Transformer

Multimodal 

Transformer

Multimodal 

Transformer

Heterogeneous GD

fusion

Vision

1D Conv

Acoustic

1D Conv

It is veryvery

loyal to thebook

Language

1D Conv

FC

FC

FC

FC

FC

FC

GD-Unit

GD-Unit

Shared 

Encoder Homogeneous featureHeterogeneous features
Acoustic 

Encoder

Language 

Encoder
Visual 

Encoder

ÅTwo-level Self-supervised 

Constraints.

ÅMargin-based contrastive loss.  

Fig 6. MultimodalFeatureDecouplingwith self-supervisionandcontrastivelearning.



3. Decoupled Multimodal Distillation

Å Graph-empowered KD in Homo- space

Z
Positive

Negative

é

Homogeneous GD

Feature

Decoupling

Multimodal 

Transformer

Multimodal 

Transformer

Multimodal 

Transformer

Heterogeneous GD

fusion

Vision

1D Conv

Acoustic

1D Conv

It is veryvery

loyal to thebook

Language

1D Conv

FC

FC

FC

FC

FC

FC

GD-Unit

GD-Unit

Shared 

Encoder Homogeneous featureHeterogeneous features
Acoustic 

Encoder

Language 

Encoder
Visual 

Encoder

In homo- space, KD can be conduct directly.

Graph Distillation:

Å Graph node: multimodal 

feature.

Å Graph edge: distillation 

direction and weight.

Fig 7. HomogeneousKnowledgeDistillation with aGraphDistillation Unit.



3. Decoupled Multimodal Distillation

Å Graph-empowered KD in Hetero- space
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In hetero- space, KD 

should be performed 

after multimodal feature 

adaptation.

Fig 8. HeterogeneousKnowledgeDistillation with a GD-Unit.



3. Decoupled Multimodal Distillation

Å Graph-empowered KD

Å A GD-Unit consists of a 

directed graph

Å Node denotes a modality

Å indicates distillation 

strength from ἱÔÏj

Å denotes distillation loss. 

For a target modality, the 

weighted distillation loss is

The graph edge means 

distillation strength. We encode the 

modality logits and the features  into 

the graph edges:

Notations: Learnable Graph Edge:

Benefits of Graph-empowered KD:

ÅLearnable KD strength

ÅAdjustable KD direction



4. Experiments

Å Datasets

Å CMU-MOSI [4] is a MER datasetconsistingof 2,199shortmonologuevideo clips (eachlasting

thedurationof a sentence).

Å CMU-MOSEI [5] is a largerMER dataset,which containsmorethan23,500 sentenceutterance

videosfrom morethan1000onlineYouTubespeakers.

Fig 9. Examplefaceillustrationin CMU-MOSEIdataset.
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4. Experiments

Å Numeric comparisons

Fig 10. DMD consistentlyobtainssuperior MER accuracy.
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4. Experiments

Å Homogeneous Feature Visualization

Fig 11. DMD showsthepromisingemotion categoryseparability in sub-figure (c).
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4. Experiments

Å Heterogeneous Feature Visualization

Fig 12. We randomly selected 400 samples for t-SNE visualization. 

DMD shows the best modality separability in sub-figure (c). 



Å In the two decoupled spaces, ὒO

ὃÁÎÄὒO ὠdominates because 

language contributes most.

Å In HeteroGD, ὠᴼὃemerges 

because vision is enhanced a lot via 

the multimodal transformer 

mechanism.

4. Experiments

Å Graph EdgeVisualization

Fig 13. Six graphedgevisualizationfor eachMER dataset.
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4. Experiments

Å Attention Visualization

Positive Negative

Fig 14. In thetop row, DMD buildsreliablecorrelationsbetweenelementsacrossmodalities.



Thanks for 
your 

attention!

Å We have proposed a Decoupled Multimodal Distillation (DMD) for MER.

Å DMD decouples the multimodalities into homogeneous and heterogeneous spaces.

Å DMD exploits graph-empowered Knowledge Distillation for robust MER.

Public Code:

https://github.com/mdswyz/DMD

5. Conclusion
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