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Summary

• Problem

• How to accelerate deep networks (CNNs) with a tiny training set (50~1000 images)? 

• The proposed method

• Drop blocks: an embarrassingly simple but powerful few-shot compression method

• Recoverability: measure the difficulty of recovering each block, and in determining 

the priority to drop blocks.

• PRACTISE: the algorithm for accelerating networks



Few-shot compression

• Network compression

• The original training set

• Few-shot compression

• To preserve data privacy and/or to achieve fast deployment

• A tiny training set



Related works and their problems

• Pruning filters

• Suffer from a low acceleration ratio

• Need to reduce lots of FLOPs

• Require lots of training data

• Focus on the FLOPs-accuracy tradeoff and neglect the latency-accuracy tradeoff



Drop blocks

• Accelerate networks by dropping blocks

• High acceleration ratio

• High accuracy



The recoverability

• The framework to compute the recoverability

• Inserting adaptors to recover the performance 

• Consistent with the finetuned accuracy



PRACTISE

• PRACTISE: Practical network acceleration with tiny sets of images



Experiments

• Accelerate ResNet-34 on ImageNet-1k with tiny sets



Experiments

• The data-latency-accuracy tradeoff

• Accelerate MobileNetV2 on ImageNet-1k with tiny sets



Experiments

• Zero-shot compression

• Accelerate ResNet-34 on out-of-domain training datasets



Conclusions

• Argue that the FLOPs-accuracy tradeoff is a misleading metric for few-shot compression, 

and advocate that the latency-accuracy tradeoff is more crucial in practice.

• The first to reveal dropping blocks great potential in few-shot compression.

• Propose a new concept recoverability to measure the difficulty of recovering each block, 

and in determining the priority to drop blocks.

• Propose PRACTISE, an algorithm for accelerating networks with tiny sets of images.

• The extraordinary performance: For 22.1% latency reduction, PRACTISE surpasses the 

previous state-of-the-art (SOTA) method on average by 7.0%.



Thank you!
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https://arxiv.org/abs/2202.07861

https://github.com/DoctorKey/Practise

https://arxiv.org/abs/2202.07861
https://github.com/DoctorKey/Practise
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