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Common Pets in 3D Dataset: Overview
- First large-scale 3D dataset of dynamic objects 
- Over 4,200 videos of cats and dogs
- Videos collected in-the-wild by crowdsourcing 
- Collected with the camera panning around the pet
- Can enable category-centric 3D reconstruction



Common Pets in 3D Dataset: Collection
- First large-scale 3D dataset of dynamic objects 
- Over 4,200 videos of cats and dogs
- Videos collected in-the-wild by crowdsourcing 
- Collected with the camera panning around the pet
- Can enable category-centric 3D reconstruction



Tracker NeRF

• Learns category-specific priors from a large-scale dataset
• Pretrained prior provides good initialization for single-scene overfitting
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Experiments: Reconstructions
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3D Reconstruction Datasets

- Easy to collect and annotate
- Static and Dynamic objects
- Only single scenes
- Used only for overfitting

Dynamic NeRF datasets 



3D Reconstruction Datasets

- Large scale 3D dataset
- Enables learning category priors
- Only static objects
- Challenging to collect and annotate

Common Objects in 3D (Reizenstein et al.)Dynamic NeRF datasets 
- Easy to collect and annotate
- Static and Dynamic objects
- Only single scenes
- Used only for overfitting



Non-Rigid 3D Reconstruction
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Common Pets in 3D Dataset: Annotation

Full 3D annotation available including:
- 200 frames per scene
- 3D camera trajectory
- Camera quality scores
- Segmentation masks

Input video frames and segmentation masks SfM camera tracking

Accurate

Inaccurate

Human-in-the-loop 
camera tracking score



Tracker NeRF: Overview

• Learns category-specific priors from a large-scale dataset
• Pretrained prior provides good initialization for single-scene overfitting

Reconstruct unseen videos at test-timeTrain a category-level model on videos of non-rigid objects

TrackeRF

TrackeRF



Tracker NeRF: Method

• Tracker NeRF utilizes a NeRFormer as its base architecture (Reizenstein et al., ICCV 2021)

• Tracker NeRF utilizes supervision from 2D optical flow to learn dynamic priors and Continuous 
Surface Embeddings (CSEs) to learn priors over the category

Target image Itgt
ru

tgt

ΨCSE(Itgt)

C̄tgt

C̄
tgt
CSE

ΨCNN+CSE(Isrc3 ) ΨCNN+CSE(Isrc2 )

Image render

Predicted CSE

Rendered CSE

Rendering ray
t
tgtTarget time

Optical flow loss
Lflow

Photometric 
loss Lphoto

CSE loss
LCSE

Isrc2 , tsrc2

Isrc3 , tsrc3

Source time
Source image

t
src
1

Isrc1

Source CNN+CSE 
dense features

ΨCNN+CSE(Isrc1 )

Offset predicted 
by NeRFormer
δ(x, ttgt, tsrc1 )

Point x

Projected adj. 
point x̄(tsrc1 )

Adjusted point
x̄(tsrc1 )

Optical flow

EA-ra
ymarc

hing



Tracker NeRF: Method

• For a point sampled along the target ray, Tracker NeRF predicts the 3D offsets for each source view

• That point is then projected into the source views and the features are sampled at the new location 

• The prediction is supervised using 2D optical flow
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Tracker NeRF: Method

• Tracker NeRF also predicts the surface embedding for each 3D point

• The surface embedding can then be rendered and supervised by the ground-truth embedding for 
the target views
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Experiments: Single-scene Overfitting



Experiments: Single-scene Overfitting
Target NeRFormer TrackeRFFT + NeRFormer FT + TrackeRF



Experiments: Category Reconstruction



Experiments: Category Reconstruction
Target SRN-WCE NeRF-WCE NeRFormer TrackeRF



Experiments: Reconstructions



Experiments: Reconstructions
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