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Overview



Current paradigm in computational pathology

Predict Metastatic vs. Primary?

High-grade vs. Low-grade?

Cancer vs. Non-cancer?

Subtype A vs. Subtype B vs. Subtype C?

…



Contrastive image text pretraining (CLIP) in general VL

Radford et al., Learning Transferable Visual Models From Natural Language Supervision. PMLR 2021



Challenges for computational pathology

● Lack of paired data
○ Need to curate large-scale 

domain-specific dataset
● Gigapixel images

○ Need to generalize downstream 
functionalities of aligned encoders 
for extremely large images

Dataset Number of samples

MS-COCO (Lin et al.) >200k labeled

YFCC100M (Thomee et al.) 99.2M

LAION 400M (Schuhmann et al.) 400M

CLIP (Radford et al.) 400M

ALIGN (Jia et al.) 1.8B

LiT (Zhai et al.) 4B

LAION 5B (Schuhmann et al.) 5.85B

ARCH (Gamper et al.) 7.6k



Curating paired image-text histopathology dataset

Scrape

● Scraping images-
caption pairs from 
publicly-available 
pathology education 
resources

● Combine with existing 
available image-
caption dataset 
(ARCH)

Filter

● Keep histopathology 
microscopy images

● Remove:
○ Gross
○ Cytology
○ X-ray/CT
○ EM
○ Fluorescent
○ Schematics

Clean

● Crop multipanel 
figures (and separate 
captions accordingly)

● Remove courtesy and 
acknowledgements

● Remove figures IDs 

Result

● 33,480 image-text pairs 
● Largest histopathology 

image-text dataset at the 
time of study



Leveraging pretrained unimodal encoders

Text Encoder Pretraining Data Domain

HistPathGPT Histopathology-relevant corpora (e.g. surgical reports) In-domain (histopathology)

BioClinicalBert MIMIC III Out-of-domain (general biomedical text)

PubmedBert PubMed abstracts Out-of-domain (general biomedical text)

Vision Encoder Pretraining Data Domain

CTP Histopathology image patches In-domain (histopathology)

ViT-S Histopathology image patches In-domain (histopathology)

ViT-S ImageNet supervised Out-of-domain (general vision)

Wang et al., Transformer-based unsupervised contrastive learning for histopathological image classification. Medical Image Analysis 2022
Chen et al., An empirical study of training self-supervised vision transformers. CVPR 2021



MI-Zero scales zero-shot transfer to gigapixel images
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MI-Zero scales zero-shot transfer to gigapixel images



Downstream evaluation for zero-shot transfer

Tasks (in-house WSIs):

● BRCA subtyping

● NSCLC subtyping

● RCC subtyping

Evaluation method:

● 256 × 256px patches at 20× equivalent magnification

● Curate a list of text prompts suggested by a pathologist

● Sample 50 subsets of prompts and compute balanced accuracy for each iteration

● Compute median balanced accuracy over the 50 iterations



Slide-level zero-shot transfer: ours vs ABMIL baseline

1% ABMIL

Ours



Slide-level zero-shot transfer: pooling method

Mean pooling

TopK pooling



Slide-level zero-shot transfer: spatial smoothing

Spatial 
smoothing

No spatial 
smoothing



Slide-level zero-shot transfer: text pretraining

Out-of-domain text
In-domain text



Slide-level zero-shot transfer: image pretraining



Slide-level zero-shot transfer: dataset comparison



Similarity scores select diagnostically relevant patches

RCC NSCLC BRCA




