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Background: Training GANs requires large datasets

1. Training GANs requires abundant training data (e.g., FFHQ-70k (left), ImageNet (right))
2. In real world, collecting images could be expensive and difficult (e.g., rare birds species)

FFHQ dataset (credit) ImageNet Dataset (credit)

https://github.com/NVlabs/ffhq-dataset
https://medium.com/syncedreview/sensetime-trains-imagenet-alexnet-in-record-1-5-minutes-e944ab049b2c


Background: Training GANs with limited Data

1. Different works propose to training GAN with limited data (e.g., 1K ~ 5K images )
2. Approach: 

a. Training from scratch (e.g., Karras et al., 2020)
b. Transfer learning (e.g., Wang et al., 2018)

Wang, Yaxing, et al. "Transferring gans: generating images from limited data." Proceedings of the European Conference on Computer Vision (ECCV). 2018.
Karras, Tero, et al. "Training generative adversarial networks with limited data." Advances in Neural Information Processing Systems 33 (2020): 12104-12114.

Small datasets used in Adaptive Data Augmentation (Karras et al., credit)

https://arxiv.org/pdf/2006.06676.pdf


Preliminary: Few-shot Image Generation (FSIG)



State-of-the-art methods: 

- EWC (Li et al., 2020): 
- Preserve knowledge important for source domain;

- CDC (Ojha et al., 2021): 
- Preserve the distance between generated images, before and after adaptation;

- DCL (Zhao et al., 2022): 
- Preserve multi-level source knowledge when adapting the source models to the target domain;

- AdAM (Zhao et al., 2022): 
- Preserve source knowledge that is deemed important to the target domain;

Observation:

- Existing SOTA methods focus on knowledge preservation

Related Works of FSIG

Li, Yijun, et al. "Few-shot Image Generation with Elastic Weight Consolidation." Advances in Neural Information Processing Systems 33 (2020): 15885-15896.
Ojha, Utkarsh, et al. "Few-shot image generation via cross-domain correspondence." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2021.
Zhao, Yunqing, et al. "A Closer Look at Few-shot Image Generation." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.



Questions

• Is the knowledge preserved from source proper for target domain?

• Note that, the target domain could be semantically distant to the source domain.

Examples of adaptation:

Related Works of FSIG
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Investigation: the Cause of Incompatible Knowledge Transfer



Method: Remove InCompatible Knowledge (RICK) for FSIG

Pipeline of RICK:



Importance measurement: 
To measure the importance, we directly compute the Fisher Information (FI) to 
each filter (additional metrics are explored in our paper)

In practice, use the first-order approximation to estimate FI.
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Quantitative Experiment Results



Ablation Study:
1. Apply RICK to different SOTA methods;
2. Prune different amount of filters.

Quantitative Experiment Results



Conclusion

• Fine-tuning based SOTA methods lead to incompatible knowledge transfer;

• With GAN Dissection, we find that those incompatible knowledge is highly 
correlated to filters with least importance;

• This lead to generated images are with poor quality (e.g., “trees on sea, etc.”)

• We propose RICK:
○ A knowledge truncation method, complementary to SOTA methods
○ Dynamically measure the importance of each filter during adaptation
○ Preserve, transfer and Remove source GAN knowledge to the target domain

• We achieve new SOTA performance for FSIG with different source/target setups.

Our analysis & main findings

Our contributions
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