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Introduction Method Results

• Masked-Image-to-Text generation

• Prompt recommendation for inpainting

• Leverage context and mask shape for diversity

1. Encode global and local masked images using CLIP.

2. Use a diffusion transformer to regress text embeddings of object Classes/Captions.

3. Decode text embeddings into Class/Caption by separately finetuning a text decoder.

4. Perform text-to-image inference with any latent diffusion models using predicted text/embeddings.

5. (Optional) Perform prompt completion with masked image & prefix text from user

Visualizations

CapDiff (Caption diffusion):
• Our model generates context-aware prompts that are also diverse, when 

compared to other LLMs.

CatDiff (Category diffusion):
• Our model achieves good tradeoff between classification accuracy and 

diversity. We evaluate our model with classification accuracy and entropy.

Prompting other LLMs is quite challenging:

Mask shape vs. Prompt diversity:Global / Local context encoding: Text Prompt & Inpainting results using embedding/text:Masked-image-Caption dataset:

a

a hamburger with a pickle on the side

a close up of a bird with its beak open

a piece of cake with white and brown frosting


