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Background

Basical definition for Text-to-Image Person Re-identification (TIReID)

Textual Query 

Person Image Gallery Cross-modal 
model

Retrieval results



Observation

The examples on the CUHK-PEDES1 dataset.

This man 
has short 
black hair 
and he's 
wearing a 
white t shirt 
khaki 
colored 
pants and 
he's carrying 
a black bag.

A woman 
wearing a 
tight fitting, 
low cut, 
black dress 
and a pair of 
black high 
heel dress 
shoes.

Occlusion

A woman 
wearing a 
black shirt, a 
pair of white 
shorts and a 
pair of dark 
black shoes.

She looks 
like she is 
confident. 
She looks 
like she 
works out 
many days, 
and she 
could be tall.

Semantic 
irrelevance

(a) (b) (c)

There is no 
photo 
available. 
It is blank. 
All I see is 
a white 
screen.

Semantic 
irrelevance

She is 
wearing 
dark shoes 
and black 
black 
pants with 
a gray 
shirt.  Her 
hair is in a 
ponytail.

(d) (e) (f)

[1] Person search with natural language description, CVPR 2017.

“Overmuch Noisy correspondences 
would cause model degradation.”

50% NCs

Noisy correspondences



Motivation

❖Existing widely used datasets naturally exists noisy correspondence.

CUHK-PEDES                                               ICFG-PEDES                                                     RSTPReid

❖Existing methods for TIReID does not consider noisy correspondences.
n SSAN: Semantically self-aligned network for text-toimage part-aware person re-

identification.
n IVT: See finer, see more: Implicit modality alignment for text-based person retrieval.
n IRRA: Cross-modal implicit relation reasoning and aligning for text-to-image person 

retrieval. (SOTA in 2023)
n ⋯
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has short 
black hair 
and he's 
wearing a 
white t shirt 
khaki 
colored 
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he's carrying 
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A woman 
wearing a 
tight fitting, 
low cut, 
black dress 
and a pair of 
black high 
heel dress 
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Occlusion

A woman 
wearing a 
black shirt, a 
pair of white 
shorts and a 
pair of dark 
black shoes.

She looks 
like she is 
confident. 
She looks 
like she 
works out 
many days, 
and she 
could be tall.

Semantic 
irrelevance

(a) (b) (c)

There is no 
photo 
available. 
It is blank. 
All I see is 
a white 
screen.

Semantic 
irrelevance

She is 
wearing 
dark shoes 
and black 
black 
pants with 
a gray 
shirt.  Her 
hair is in a 
ponytail.

(d) (e) (f)

A man in his thirties 
has short black hair. 
He is wearing a black 
puffer jacket and 
navy-blue pants. He 
is also wearing 
brown wingtip shoes. 
He is carrying a 
black backpack and 
holding a white 
cellphone.

A woman with short 
black hair is wearing a 
long black coat and 
black gloves. He is 
carrying a brown 
handbag in one hand 
and a white shopping 
bag with red detailing 
in the other.

A man in a red beanie 
is wearing a blue 
insulated jacket with 
slim-fitting purple 
jeans. He is pairing it 
with black with white 
detailing and is 
carrying a black 
backpack with gray 
detailing. He also had 
a strap running 
diagonally down his 
torso.

A fit man has short 
black hair and he looks 
he is in his early thirties. 
He is wearing a black 
fur-lined hooded puffer 
jacket with a black and 
blue checkers pattern 
jogger pants. He is 
wearing black and white 
sports shoes that have 
orange laces and green 
colored details and also 
holding a phone.

A young man in his 
thirties with short 
black hair is wearing a 
blue blouson jacket 
with long sleeve and a 
pair of blue fitted 
pants. He is also 
wearing grey canvas 
shoes.

Bright light

A man in his early 
30's has a black 
medium length 
straight hair. He is 
wearing a sea-green 
colored hoodie 
bomber jacket, with 
a pair of black pants. 
He is also wearing a 
pair of black formal 
shoes. 

(d) (e) (f)

(a) (b) (c)

The man is 
wearing a black 
coat, black 
sweatpants, and 
black shoes.He
has short white 
hair.He is 
riding his 
bike.He was 
carrying a 
backpack.He
wears a pair of 
glasses.

A pedestrian, 
male, 
bespectacled, 
wearing a 
short military 
green hoodie, 
buff pants, 
and black 
shoes, was 
communicati
ng with a 
bystander.

The long-
haired girl, 
carrying a 
black bag, 
wearing a black 
and white 
down jacket, 
black running 
shoes and black 
sweatpants, 
walked by the 
side of the road 
in a hurry

A young 
man, 
carrying a 
blue bag, 
wearing a 
black jacket, 
blue overalls 
and black 
canvas shoes, 
was walking 
down the 
street door

A young 
woman, 
wearing 
black glasses, 
a plain white 
coat, blue 
jeans, and 
black 
running 
shoes, 
walked 
along the 
road

A man with 
black hair, 
wearing a 
gray and 
black shirt, 
black pants 
and black 
canvas shoes, 
carrying a 
bag, is 
walking

(a) (b) (c)

(d) (e) (f)



Method

The overview of our. Robust Dual Embedding method (RDE). 



Method

Dual Embedding Modules
BGE: EOS and CLS token representations

TSE: Token selection embedding
Ø All local token representations
Ø TopK  based on self-attention scores
Ø Transformation and aggregation



Method

Confident Consensus Division

GMM

Consensus 
process

Recalibration

per-sample loss

Based on the memorization effect of DNNs



Method

Triplet Alignment Loss



Experiments

Datasets
     The CHUK-PEDES, ICFGPEDES, and RSTPReid datasets

Evaluation Protocols
     Rank-K metrics (K=1,5,10) and the mean Average Precision (mAP) 
     and mean Inverse Negative Penalty (mINP)

Baselines
    Non-robust baselines: SSAN, IVT, IRRA (SOTA in 2023)
     Strong baselines: DECL[1] and CLIP-C

Evaluation: 
     Results with and without synthetic NCs on all three datasets
      We randomly shuffle the text descriptions to inject NCs into the training data 

[1] Qin Y, Peng D, Peng X, et al. Deep evidential learning with noisy correspondence for cross-modal retrieval, ACMMM 2022.



Experiments

Comparison with baselines
Ø Non-robust baselines suffer from 

remarkable performance degradation 
or poor performance as the noise rate 
increases.

Ø Compared with strong baselines, RDE 
also shows obvious advantages.

Ø On the datasets without synthetic NC, 
our RDE outperforms all baselines by a 
large margin. (SOTA)

Paperswithcode



Experiments

Ablation Study

Ø RDE achieves the best performance by using both BGE and TSE for joint 
inference, which demonstrates that these two modules are complementary and 
effective. #1 vs. #5,6

Ø RDE benefits from CCD, which can enhance the robustness and alleviate the 
overfitting effect caused by NC. #1 vs. #7

Ø Our TAL outperforms the widely-used Triplet Ranking Loss (TRL) and SDM loss 
(proposed in IRRA), which demonstrates the superior stability and robustness of 
our TAL against NC. #1 vs #2,3,4

80% NCs50% NCs



Experiments

Parametric Analysis

Ø Too large or too small m will lead to suboptimal performance. We choose m = 0.1 in all 
our experiments.

Ø Too small τ will cause training failure, while the increasing τ will gradually decrease the 
separability (hardness) of positive and negative pairs for suboptimal performance.

Ø A small    will cause too much information loss and poor embedding representations, 
while too large will focus on too many meaningless features. 0.3~0.5.



Conclusion

Ø We reveal and study a novel challenging problem of noisy correspondence 
(NC) problem in TIReID, which violates the common assumption of existing 
methods that image-text data is perfectly aligned.

Ø We propose a robust method, i.e., Robust Dual Embeddin (RDE), to 
effectively handle the revealed NC problem and achieve superior 
performance.

Ø Confident Consensus Division
Ø Triplet Alignment Loss

Ø Extensive experiments on three public image-text person benchmarks 
demonstrate the robustness and superiority of our method. Our method 
achieves the best performance both with and without  synthetic NC on all 
three datasets. GitHub: https://github.com/QinYang79/RDE
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