
GSNeRF: Generalizable Semantic Neural Radiance Fields 
with Enhanced 3D Scene Understanding

1National Taiwan University, 2NVIDIA

I-Jieh Liu1 Yu-Chiang Frank Wang1,2Sheng-Yu Huang1Zi-Ting Chou1



Neural Radiance Field (NeRF) (1/2)
• NeRF: Synthesizes novel views of complex 3D scenes from 2D images by 

representing the scene as neural networks.

• Input:    Multi-view images of a scene

• Output: Novel-view image of the scene
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Figure from [link]

https://www.matthewtancik.com/nerf


Neural Radiance Field (NeRF) (2/2)
• Core Process: Encodes spatial coordinates and viewing directions, outputs color 

and density, and applies volume rendering to produce images.
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Figure from [link]

https://www.matthewtancik.com/nerf


What is Generalizable NeRF?
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• Original NeRF as representation, it overfit on scene-specific information.

• To synthesize novel-view images of unseen scenes without retraining, here comes 
generalizable NeRF.

Generalizable: one model weight for every scene

During Training (seen scene)
During Testing (unseen scene)

Input Output



How Generalizable NeRF works?
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• pixel NeRF (CVPR’21)

• Infers novel view of unseen scene from input images using pixel-aligned features.

pixel NeRF website

https://alexyu.net/pixelnerf/


Unseen Scene

Our Task
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• Enable the generalizable NeRF with novel view semantic segmentation ability.



Method
– Generalizable Semantic Neural Radiance Fields with Enhanced 3D Scene Understanding

11

Input Output



Method
– Generalizable Semantic Neural Radiance Fields with Enhanced 3D Scene Understanding
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A. Semantic Geo-Reasoning
○ Extract semantic and geometry features from a scene.

B. Depth-Guided Visual Rendering
○ Utilize the extracted geometric information to perform depth-guided image and semantic 

rendering.



Depth Regularization:

1. Supervised:

2. Self-Supervised:

A. Semantic Geo-Reasoning
○ Extract semantic and geometry features from a scene.

Method
– Generalizable Semantic Neural Radiance Fields with Enhanced 3D Scene Understanding
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ref: RCMVSNet

Novel-view depth estimation

https://github.com/Boese0601/RC-MVSNet


Method
– Generalizable Semantic Neural Radiance Fields with Enhanced 3D Scene Understanding
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B. Depth-Guided Visual Rendering
○ Utilize the extracted geometric information to perform depth-guided image and semantic 

rendering.

Depth-Guided Visual Rendering

Image rendering loss: L2 loss

Semantic loss: Cross-entropy loss



• ScanNet & Replica Datasets
• ScanNet: Real-world 3D indoor scene dataset.

• Replica: Synthetic 3D indoor scene dataset.

• Experimentation
• S-Ray (CVPR '23) uses multi-view GT depth as input. Therefore, we 

conduct experiments on our method with and without depth supervision.

Experiment 
– Quantitative Evaluation
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fig: ScanNet

fig: Replica

https://www.google.com/url?sa=i&url=https%3A%2F%2Fpaperswithcode.com%2Fdataset%2Fscannet&psig=AOvVaw208lwx8Wc8mN7oEZq6-z2E&ust=1716354604373000&source=images&cd=vfe&opi=89978449&ved=0CBQQjhxqFwoTCKCO__H9nYYDFQAAAAAdAAAAABAE
https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.researchgate.net%2Ffigure%2FThe-Replica-dataset-consists-of-18-high-resolution-and-high-dynamic-range-HDR-textured_fig1_333773296&psig=AOvVaw2fcmAg_xzm1lFvSbQLk7js&ust=1716354662434000&source=images&cd=vfe&opi=89978449&ved=0CBQQjhxqFwoTCNCs08P9nYYDFQAAAAAdAAAAABAE


Experiment 
– Qualitative Evaluation (generalized setting)
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• Although our primary focus is on generalizability, we also conduct fine-tuning 
for both qualitative and quantitative experiments on the ScanNet dataset.

• Generalized Setting: Testing on novel scenes that were not seen during training.

• Fine-tune Setting: Fine-tuning on test scenes for 5k steps (~ 20 minutes) before evaluation.

Experiment 
– Test time fine-tuning
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• Sampling Efficiency (on ScanNet dataset)

• Thanks to our depth-guided sampling 
strategy, the number of sampling points 
(for image rendering) can be reduced 
during inference, without compromising 
segmentation performance.

• 4x rendering speed with better image and 
segmentation quality.

Experiment 
– Analysis of GSNeRF
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Conclusion
• Introducing Generalizable Semantic Neural Radiance Fields (GSNeRF) for 

simultaneously novel view synthesis and semantic segmentation.

• Propose innovative depth estimation and depth-guided visual rendering, 
outperforms existing methods on real-world and synthetic datasets.
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https://docs.google.com/file/d/1Yyt9j2IIwBceYDAcvhmV9kU9SAdL1cOO/preview


Thanks for your attention!



Backup Slides
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• Cost volume is constructed by variance across pixels (of different images)

MVS – Cost Volume



• Target (Novel) view depth estimation
• With multi-view depth estimation

• Projecting all depth predictions into 3D space

• Reprojecting onto the target camera

Algorithm
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source view
target view



• Image rendering loss: L2 loss

• Semantic loss: Cross-entropy loss

• depth loss:

• supervised:

• self-supervised:

Training Loss
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ref: RCMVSNet

With GT depth supervision:

Without GT depth supervision:

https://github.com/Boese0601/RC-MVSNet


● PSNR:

● SSIM:

● LPIPS:

Metrics

27ref: Link

https://ithelp.ithome.com.tw/articles/10332547

