


● When the feature extractor is continually trained on new tasks, old class prototypes drift 
in the embedding space. In the absence of data from old classes, we cannot estimate the 
new position of old prototypes in the embedding space. 

● We address the problem of feature drift compensation for exemplar-free methods. We 
propose to generate adversarial samples using the new task samples and then use these 
adversarial samples to track the movement of old class prototypes in the feature space.



● Why exemplar-free continual Learning ?
○ Multiple challenges in practical settings with exemplar-based methods such as legal 

concerns with new regulations (e.g. European GDPR where users can request to delete 
personal data), and privacy issues when dealing with sensitive data like in medical 
imaging

● Small-start vs Big-start settings -
○ To reduce potential drift in the feature extractor, existing exemplar-free methods are 

typically evaluated in settings where the first task is significantly larger than 
subsequent tasks (half of the dataset in first task) and the model learns high-quality 
feature representations in the first task.

○ Usually, this drift is minimized with heavy functional regularization, which 
consequently restricts the plasticity of the network.

○ Small-start settings (equally splitting the dataset into tasks) starts from a smaller initial 
task and thus is a more challenging setting.
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