


Parameter-efficient Fine-tuning (PEFT)

• Challenging 
Given the increasing size of the pre-trained models, fine-tuning all 

the parameters in the model is memory-intensive and data-inefficient, 
when fine-tuining multiple downstream tasks.

• PEFT 
Aims to fine-tune a minimal number of parameters to fit downstream 

tasks while keeps most of the parameters frozen. 



Existing Methods and Limitations

• Current typical methods
Adapter, LoRA, VPT.

• Limitation
• Introducing additional learnable parameters into the backbone.

• Disrupting the original architecture.
• Increasing computational costs during training and/or 

inference stages.
• Lacking generalizability across various model architectures.



Our method -- Overview

Overview:
• Selecte parameters from the 

original model 
• Finetune the selected parameters 

and keep the remaining  
parameters fixed.

• Comparison: 



How to select parameters:  Two aspects

• Importance for downstream tasks
Gredient value:  parameters with the largest gradient value 
indicate the fastest changes in the loss function along the gradient 
direction.

• Involving all neurons
Every neuron in the network should be involved, as it can 
potentially adjust all neurons’states to better fit a task during 
finetuing stage.



How to select parameters：Combination

Combination：
For certain task, we first calculate the gradient for all model 

parameters. Then, for each neuron in the network, we select the top-K 
connections (parameters) with the highest gradient value (modulus) 
among all input connections to that neuron. 



Gradient-based Parameter (GPS) Selection for PEFT

Overview
• Parameter selection
• Masked fine-tuning



Experiments--Image Classification (FGVC)



Experiments--Image Classification (VTAB)



Experiments--Semantic Segmentation (Polyp)



Experiments--Different Architectures



Thank you for your attention!!!


