A Unified Framework for Human-centric Point Cloud Video Understanding
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Con5|der|ng that human has specific
characteristics, including the
structural semantics of human body
and the dynamics of human motions,
we propose a unified framework to
make full use of the prior knowledge
and explore the inherent features in
the data itself for generalized human-
centric point cloud video
understanding.
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Contributions

* We propose the first framework
for human-centric point cloud video
understanding for various tasks.

* Containing semantic-guided
spatio-temporal representation self-
learning and hierarchical feature
enhanced fine-tuning, our method
takes advantage of prior knowledge
of humans for human-centric
representation learning.

* Our method achieves state-of-
the-art performance on datasets for
various human-centric tasks.
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Integrate global, part, and point level point cloud
features to pre-trained STEncoder, therefore fully
leveraging prior knowledge for effective and robust
human-centric representation learning.

» Effectiveness of Our Self-learning Mechanism in
Semi-supervised Settings

Our project:
https://github.com/yiteng-xu/CVPR2024-UniPVU-Human
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