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Abstract
Adversarial defense only focus on one-shot setting against adversarial 
attack, and it is crucial for a defense model to constantly adapt to new 
attacks. However, the adaptation process can lead to catastrophic 
forgetting of previously attacks.This paper firstly verify the catastrophic 
forgetting in life-long defense task and  discuss for the first time the concept 
of continual adversarial defense under a sequence of attacks, and propose 
a lifelong defense baseline called Anisotropic & Isotropic Replay (AIR).

Problems in Adversarial Defense
The model diagram on the left presents the one-shot defense studies an 
isolated Min-Max process and implicitly assumes the potential attack is 
static. For a continual attack sequence, the indispensable adaptation 
process introduces additional challenge of catastrophic forgetting of 
previous attacks. Therefore, a deployable adversarial defense should be a 
life-one learning task rather than a one-shot task. We propose a self-
distillation pseudo-replay baseline to alleviate the catastrophic forgetting 
against attack sequence, indicated by the model diagram on the right.

The difference between 
the one-shot defense 
and the continual 
defense.  Simply put, 
existing defenses 
overlook the threat of t 
he continuous attack 
sequences

Anisotropic Isotropic Pseudo Replay (AIR) Experiments

Overview
AIR mainly includes Isotropic Pseudo Replay, Anisotropic Pseudo Replay and a Regularizer. The 
upper module (in yellow block) consists of the anisotropic replay module and isotropic replay module, 
aiming to maintain the memory of old tasks. The lower module (in red block) is the vanilla adversarial 
training with R-Drop for new attacks. The three main loss are highlighted in the gray circular box.

(1) Isotropic Pseudo Replay (IR) (2) Anisotropic Pseudo Replay (AR)

(2) Regularization

Adaptation between two attacks for different defense methods 

Adaptation between two attacks for different defense methods 

Ablation study of the modules in AIR 

Abaltion Analysis of the ’from hard to 
easy’ attack sequence on CIFAR10 
dataset. We reported its results after 
learning all the tasks in the attack 
sequence.

Task 1
Task 2

Task 3 (if exists)

 T-SNE diagram of features encoded by 
vanilla AT and AIR on CIFAR10. The 
proposed AIR is able to encode all 
attacks in the sequence of the same 
category into one shared cluster.

On the one hand, a model with R-Drop will learn 
consistent outputs from different local features 
without overfitting on specific features. On the 
other hand, compare to the exsting ANCL, this 
constraint achieves an indirect chain alignment. 
The intuitive expression of the above comparison 
is shown in the right figure.

Verification of the Catastrophic Forgetting 

Total Loss

The horizontal axis can 
be considered as a 
timestamp, where '1' 
represents the model 
adapting to TASK 1, and 
time '2' represents the 
sequential adaptation 
to all attack tasks in the 
sequence. 
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