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Introduction

• Vision-and-Language Models (VLM)
• Visual Grounding through Visual Explanations

[1] Li, J., Selvaraju, R., Gotmare, A., Joty, S., Xiong, C., & Hoi, S. C. H. (2021). Align before fuse: Vision and language representation learning with momentum distillation. Advances in neural information processing systems, 34, 9694-9705.

GradCAM visualization of the ALBEF model.[1] 



Motivation

• Weakly-Supervised Visual Grounding
• Without any forms of region annotations

• Higher Self-Consistency
• Better localization
• Larger working vocabulary



Overview

• Paraphrase Generation
• Utilize a Large Language Model (LLM) to generate paraphrases.

• Self-consistency EQuivalence Tuning (SelfEQ)
• Weakly-supervised objective.
• Encourages consistent visual explanations.
• Applies to paraphrased input text pairs that refer to the same object or 

region in an image.



Self-Consistent EQuivalent Tuning Objective
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Self-Consistency Data Augmentation

• Phrase Extraction
Break down global captions 
into object-centric phrases.

• Paraphrase Strategy
Replace primary objects 
while keeping other 
attributes intact.



Data Examples

Region-based Caption Global-based Caption



Experiments

• Training
• Visual Genome (VG)
• MS-COCO

• Evaluation
• Flickr30k
• ReferIt

• Metric
• Pointing Game Accuracy



Experiments

Table 1. Visual Grounding results on two benchmarks using pointing game accuracy with two training datasets. 



Experiments

Table 2. Results on RefCOCO+ pointing game accuracy. 



Ablation Studies: Data Quantity

Figure 6. Tuning performance with different data quantities on Flickr30k, ReferIt, RefCOCO+ Test A and Test B. 



Ablation Studies: Data Quantity

Table 3. Ablation studies on different ways to utilize extra equivalent paraphrased data. 



Ablation Studies: Data Augmentation

Table 4. Comparisons on data augmentation strategies or global based captions in MS-COCO.



Ablation Studies: Objective

Table 5. Ablation studies on objective component of self-consistency equivalence tuning objective 𝐿!"#$%&. 



Qualitative 
Results



Thank You!

Vicente OrdonezRuozhen He Paola Cascante-Bonilla Ziyan Yang Alexander C. Berg 


