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. Background

v Cross-modal alignment aims to bridge the semantic gap between different modalities, such as
visual and linguistic ones. It is a fundamental technology for many multi-modal tasks, including
image-text retrieval, visual question answering, image captioning.

v" The critical challenge of cross-modal alignment lies in efficiently measuring the semantic
similarities between images and texts to achieve a high-quality alignment.



. Background

v" In general, existing cross-modal alignments can be classified into two paradigms.

v' The first coarse-grained alignment separately encodes the whole images and texts into a unified
embedding space, then directly computes the similarity of global embeddings..

v" The second fine-grained alignment applies cross-modal interaction between visual and textual
local features, then aggregates local alignments to learn a cumulative similarity.
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. Motivation

v" Previous fine-grained methods adhered to the detector-based roadmap, which entails a

two-step process:

(1) Extract region features through a pre-trained object detector, e.g., Faster-RCNN.

(2) Compute region-word alignments between visual regions and textual words.
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. Motivation

v" The detector is compute-expensive by complex region detection during inference (e.g.,

RPNs, Rol Align, NMS operations)

v' Besides, detectors usually cannot participate in the end-to-end training and bring error

propagation issues.
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. Motivation

v Recent works adopt pure transformer architectures, e.g., vision transformer, to divide images
into non-overlapping patches and encode patch features to construct patch-word alignments.

v" The transformer-based method is a flexible end-to-end training framework, efficient for feature

extraction, owns scalable performances compared to the detector-based, and has become
mainstream.
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. Motivation

v However, the vanilla transformer-based patch-word framework has inherent defects, the patch
redundancy and patch ambiguity problems for semantic alignment.

Dense
Vision T I T Textual
Transformer | Encoder A woman and
4mm  adogsitting
V sitting at the beach
Complete
patch features

Vanilla Transformer-based patch-word alignment



. Motivation: patch redundancy

v" The vision transformer divides images into minute patches (at 224 and 284 image resolutions,
it generates 14 X 14=196 and 24 X 24=576 patches), a substantial proportion of them proves to
be redundant, e.g., non-salient backgrounds or text-irrelevant areas.
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. Motivation: patch redundancy

v" The massive redundant patches will overshadow crucial visual patches, and accumulate
unbearable misalignment during the patch-word interaction, ultimately bringing inaccurate
cumulative alignments.
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. Motivation: patch ambiguity

v More importantly, these fragmented patches are tiny components of an image. Tiny patches
lack semantic integrity compared to complete visual regions. It will lead to ambiguous
semantic expressions.

v' Visual patches always get moderate alignment scores for distinct language concepts, which
brings inconsistent patch-word alignment in local regions with negative image-text pairs.
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. Contribution

v Consequently, how to ensure the semantic integrity of visual patches to establish accurate
alignment, 1s a core issue for transformer-based cross-modal frameworks.

v" To address these problems, we introduce a Linguistic-Aware Patch Slimming (LAPS)
framework, which effectively eliminates extensive redundant patches through linguistic
supervision, and calibrates the semantic and structural information for significant patches to
transform an average semantic expression into an optimal semantic for a certain image.
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. Contribution

v" To the best of our knowledge, LAPS is the first explicitly explore visual patch selection and
patch calibration with language contexts to facilitate patch-word alignment.

v Therefore, LAPS extends the vanilla transformer-based framework to achieve more accurate
and consistent patch-word alignments.
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. Framework

(1) We first effectively estimate the semantic significance of visual patches using the Language-Context Patch

Selection (LPS) module to pick out significant patches with differentiable sampling.

(2) Next, we adaptively rectify the semantic and structural information for significant patches through the Semantic-
Spatial Patch Calibration (SPC) module to obtain distinct semantic expressions.

(3) Finally, we employ the Sparse Patch-Word Alignment (SPA) module to facilitate the fine-grained interaction
between visual patches and textual words.
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. Language-Context Patch Selection

v" We estimate the patch significance scores to identify redundant visual patches through
linguistic supervision and select significant ones using differentiable sampling.
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. Semantic-Spatial Patch Calibration

v" We rectify significant visual patches with semantic and spatial relationships to obtain
semantic integrity and structural information comparable to linguistic texts.
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. Sparse Patch-Word Alignment

v" Finally, we employ the Sparse Patch-Word Alignment (SPA) module to facilitate the fine-
grained interaction between visual patches and textual words.
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. Experiments

v’ Extensive experiments on Flickr30K and MS-COCO show our proposed method outperforms the
state-of-the-art methods.

Table 1. Comparisons of image-text retrieval performances on Flickr30K and MS-COCO test-set. We list the details of feature encoders,
image resolution, and the number of obtained regions/patches by visual encoders (e.g., “ViT-Base-224" represents the base—version of
Vision Transformer [8] with 224 %224 image resolution input, regarding 16 16 pixels as one patch, and getting 14x 14 visual patches for
one image). F'G indicates whether it is the fine-grained cross-modal alignment. The best results are marked bold.

Flickr30K 1K MS-COCO 1K MS-COCO 5K
Method FG Image-to-Text Text-to-Image rSum Image-to-Text Text-to-Image Sum Image-to-Text Text-to-Image Sum
R@1 R@5 R@10 R@1 R@5 R@10 R@l R@5 R@I0 R@1 R@5 R@I0 R@1 R@5 R@10 R@l R@5 R@10

Faster R-CNN + BERT-Base. 36 pre-computed regions
HREM [14] | X 833  96.0 98.1 635 871 924 5204 | 81.1 966 98.9 66.1 916 96.5 530,77 | 623 87.6 93.4 439 736 8§33 4441
TGDT [30] 613 860 914 768 932 964 5051 [ 654 918 96.5 785 964 989 5275 | 433 735 833 575 848 916 4340
CHAN [35] 80.6  96.1 978 639 875 926 5185 | 814 969 980 665 921 096.7 5326 | 598 872 933 449 745 842 4439
ViT-Base-224 + BERT-base. 1414 patches
VSE++[Y] X | 718 928 96.5 594 847 909  496.1 [ 75.0 946 98.0 62.7 894 949 5146 | 524 803 88.8 406 704 8L.1 413.4

SCAN [21] 695 909 95.6 564 831 90.0 4856 | 760 954 98.1 645 908 958 5206 | 539 818 90.0 429 723 825 4235
SGR[7] 69.7 908 95.2 59.1 841 899 4887 772 950 98.0 65.1  90.7 95.8 5218 | 549 828 90.5 428 722 825 4258
CHAN [35] 692 918 95.0 584 849 90.6 4899 [ 77.1 951 98.1 65.0 91.0 96.0 5222 | 563 832 90.1 430 726 828 4280
LAPS 740 934 974 625 873 927 5073 | 787 955 983 662 913 962 5263 | 575 840 908 445 740 836 4344
ViT-Base-384 + BERT-base, 24 % 24 patches

VSE++ [9] X | 771 957 975 658 902 943 5205 | 770 957 98.4 64.6 911 96.2 5230 | 549 828 90.4 424 724 828 4258
SCAN [21] 754 944 96.9 63.6 886 935 5125 76,1 955 98.5 65.1 916 963 5231 | 533 818 90.0 426 726 829 4231
SGR [7] 769 949 98.1 642 884 933 5158 758 957 98.6 65.6 920 965 5242 | 533 810 89.6 429 731 837 4236
CHAN [35] 754 945 976 632 886 931 5124 | 781 958 986 661 921 966 5273 | 556 838 012 434 736 835 4311
LAPS 79.0  96.0 98.1 67.3 905 945 5254 786 96.3 98.9 68.0 924 96.8 5310 | 574 849 92.5 464 758 85.2 4422

Swin-Base-224 + BERT-base, 77 patches
VSE++ [9] X 825 965 98.9 700 914 95.1 5344 | 833 975 99.3 7.0 930 96.7 5409 | 64.0 882 94.2 499 780 866 4609

SCAN [21] 79.0 959 982 677 906 949 5263 | 809 970 991 697 931 971 5369 | 60.7 866 932 481 771 861 4518
SGR[7] 804 970 98.7 669 902 945 5276 | 812 971 99.1 69.9 932 97.2 5377 | 61.0 867 93.2 486 712 86.3 4531
CHAN [35] 814 970 986 685 906 945 5306 | 816 972 993 0.6 937 976 5398 | 641 879 935 490 713 861 458.0
LAPS 824 974 99.5 700 917 954 5363 840 976 99.3 721  93.7 97.3  544.1 | 645 89.2 94.4 51.6 789 87.2  465.8
Swin-Base-384 + BERT-base, 1212 patches

VSE++ [9] X | 833 975 99.2 711 932 962 5406 | 829 977 99.4 713 935 973 5421 | 63.0 885 94.3 50.1 789 874 4622
SCAN [21] 819 969 989 70.0 927 958 5361 | 816 968 991 691 927 967 5361 | 61.1 873 933 478 769 859 4524
SGR [7] 807 968 99.0 699 917 953 5334 [ 819 967 99.1 69.3 928 96.7 5366 | 628 87.0 92.9 48.1 770 86.0 4538
CHAN [35] 81.2 967 98.8 703 922 959 5350 831 973 99.2 704 931 97.1 5402 | 63.4 884 94.1 492 719 866 4595

LAPS 851 977 992 740 930 963 5453 | 841 974 992 721 939 974 5441 | 671 886 943 530 795 87.6  470.1




. Experiments

v’ Extensive experiments on Flickr30K and MS-COCO show our proposed method outperforms the
state-of-the-art methods.

Table 2. The comparisons of image-text retrieval for Vision-
Language Pre-training (VLP) Models. F'G indicates whether it
is the fine-grained alignment. # represents the zero-shot learning.

Flickr30K 1K MS-COCO 5K

Method FG | Image-to-Text  Text-to-Image | Image-to-Text Text-to-Image

R@l R@5 R@! R@5 |R@l R@5 R®@1 R®@5
UNITER [5] 87.3 980 756 941 657 B&6 529 799
VILT [19] B35 967 644 8RBT | 615 B63 427 729
SOHO[16] 86.5  98.1 725 927 | 66.4  BB2Z  50.6 T80
ALBEF [24] 959 998 856 975 | 776 943 607 843
BLIP [25] 966 998 872 975 | 806 952 631 85.3

CLIP-ViT-Base-224 + CLIP-BERT-Base, 1414 patches

CLIP# [36] X 8L4 962 611 854 | 523 76,2 333 582
VSE++ [9] X 922 99.1 80.5 95.6 | 66.8 88.2 536 797
SCAN [21] 882 981 753 93.1 654  BRO 507 776
LAPS 929 993 806 955 698 904 543 800
CLIP-ViT-Large-224 + CLIP-BERT-Large, 1616 patches

CLIP# [36] X 85.0 977 643 87.0 | 559 79.1 359 609
VSE++ [9] X 94.0 995 834 964 | 685 894 567 819
SCAN [21] 90.0 985 810 959 68.0 904 532 B80T
LAPS 946 999 849 973 | 729 917 571 813




. Ablation Study

v" The ablation study show our patch slimming methods are meaningful.

Table 4. Comparison of different module ablations for our frame-
work on Flickr30K. We also show the results of the word slimming
(selection + aggregation) of textual modality for our framework.

e . IMG — TEXT TEXT — IMG

Modules Different Settings R@1 R@5 R@] R@5
without patch selection process 69.2 91.9 585 84.9

LPS without language-context 71.1 92.2 594 85.5
only attentive scores 735 931 61.9 86.8

without patch calibration process 70.4 91.3 589 85.3

SPC without redundant fusion 735 932 6l 87.2
use the clustering algorithm [46] 68.4 88.5 57.0 82.6

replace with SCAN alignment [21] 713 914 608 85.6
SPA only patch-to-word alignment 709 90.8 58.9 85.1
only word-to-patch alignment 727 925 603 86.4

introduce word selection 70.1 90.3 57.5 82.7
introduce word aggregation 713 91.6 58.8 84.3
introduce word selection & aggregation | 67.7 88.2 55.1 80.5
Complete LAPS 740 934 625 873




. Visualization

v" The visualization of selected patches with associated texts under different selection ratios p on
Flickr30K. Our framework can gradually focus on more salient and text-relevant areas in images
as selection ratios decrease and have better interpretability.
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. Visualization

v" The visualization of selected patches with the different language contexts and supervision. The
texts below the images describe the semantic contents of images with various perspectives.
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. Visualization

v" The visualization of aggregated patches with the different aggregation ratios A. The patches are
merged into complete regions with clear semantics and have better interpretability.

Aggregation Ratio A
Original Patch Selection 0.05 0.1 0.3 0.5




. Visualization

v" The visualization of fine-grained patch-word alignment with each linguistic word. We show the
alignment maps by the gradient-weighted attention on original images.

“A woman adjust her sunglasses.”

a woman adjust her sunglasses

“A brown dog with a blue bandanna is jumping over grass.”

dog with bandanna jumping grass

“a person is climbing a rock while holding onto a white rope.”

. person climbing holding rope



. Conclusion

v" In this paper, we introduce a novel Linguistic-Aware Patch Slimming framework (LAPS) for
cross-modal alignment, which is the first work that explicitly focuses on patch-word alignment
on pure transformer-based architectures to solve patch redundancy and ambiguity problems.

v' LAPS identifies significant visual patches with language supervision and then rectifies the
semantic and structural information to construct more accurate and consistent alignment.

v’ Extensive experiments on various benchmarks and visual encoders demonstrate the superiority of
our framework.
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