
Fig 2. Proposed row-wise symmetric transposition cipher-based FCD 
transformation
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Fig 1. Overview of two different threat models (TM) with potential 
vulnerabilities and attacks during inference.

Federated Learning (FL)
● A distributed machine learning framework with a central server and    clients
● Central server makes use of computational resources of clients, without the need to 

collect their data
● Data remain on the clients and only model parameters are exchanged ensuring privacy

Threats models (TM) in our FL setup (Fig. 1)
● Source: Honest-but-curious (HbC) central server
● Knowledge: Black-box
● TM1 (utility-centric): Untargeted evasion data poisoning attack
● TM2 (privacy-centric): Model inversion attack (MIA)
● Capabilities: No access to clients’ data, model updates, aggregation algorithm, and 

shared-secret key 

Federated cryptography defense (FCD)
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Table 2. Comparison of evasion defenses in terms of impact on utility (U ) ↓ under M-SimBA attack across different 
FL configurations. ND denotes an FL system without defense. Bold indicate best results.

Fig 3. Visualization of FCD transformed 
M-SimBA adversarial samples on the 
GTSRB dataset in TM1.

Fig 3. Overview of the FCD-integrated FL system, with a focus on one client's training and server-side execution. We 
compute the cross-entropy loss         for the local model on encrypted data and calculate the distillation loss  using KL 
divergence          between the pretrained teacher model and the local student model for normal and encrypted data, 

respectively. These losses collectively update the local model     . Similarly, test data is transformed into the encrypted 
space to counter potential attacks.

Lemma: The expected time complexity of our FCD encryption function            is linear, specifically            , where       
represents the number of samples, and      denotes the image height. 

Table 1. Comprehensive experimental details: datasets, models, FL setup, attack configuration, and metrics.


