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Diffusion Transformer - Scalable but Slow Convergence

[1] Peebles, William, and Saining Xie. "Scalable diffusion models with transformers." ICCV 2023.
[2] Gao, Shanghua, et al. "Masked diffusion transformer is a strong image synthesizer.“ ICCV 2023.
[3] Zheng, Hongkai, et al. "Fast training of diffusion models with masked transformers.“ TMLR 2024.

DiT: Scalable
Arxiv 2022.12

MDT: Fast Convergence 
Arxiv 2023.03

MaskDiT: Efficiency
Arxiv 2023.06



Why Bring Mask to DiT – Contextual Relation inside View 

MDT：
Intra-view Self-Reconstruction via mask
brings contextual relation learning

MaskDiT:
Mask brings training efficiency
with only 50% input

[1] Gao, Shanghua, et al. "Masked diffusion transformer is a strong image synthesizer.“ ICCV 2023.
[2] Zheng, Hongkai, et al. "Fast training of diffusion models with masked transformers.“ TMLR 2024.



Can we impose Inter-view Discrimination to DiT?

Representation Learning Generative Modeling

[1] https://github.com/google-research/simclr

Contrastive Self-supervised Learning relies on 
Data Augmentation for positive pair

How to construct discriminative view pair 
for Generative Diffusion Transformer?

https://github.com/google-research/simclr


Can we impose Inter-view Discrimination to DiT?

[2] Song, Yang, Dhariwal Prafulla, Chen Mark, Sutskever Ilya. "Consistency models." ICML 2023.

We construct discriminative pair by adding noise 
(𝑥𝜎S , 𝑥𝜎T ) on the same PF-ODE

Representation Learning Generative Modeling

[1] https://github.com/google-research/simclr

𝑝𝑑𝑎𝑡𝑎⊙𝐴𝑢𝑔 → 𝑝𝑑𝑎𝑡𝑎

𝑝𝜎S → 𝑝𝜎T

Inspired by Consistency models, whose outputs of the 
points on the same PF-ODE trajectory are consistent

https://github.com/google-research/simclr


Preliminary

PF-ODE

PF-ODE in EDM

[1] Song, Yang, Dhariwal Prafulla, Chen Mark, Sutskever Ilya. "Consistency models." ICML 2023.
[2] Song, Yang, et al. "Score-based generative modeling through stochastic differential equations.“ ICLR2021.
[3] Karras, Tero, et al. "Elucidating the design space of diffusion-based generative models.“ NeurIPS 2022.

We construct discriminative pair by adding noise 
(𝑥𝜎S , 𝑥𝜎T ) on the same PF-ODE

Generative Modeling

𝑝𝜎S → 𝑝𝜎T

Consistency models, whose outputs of the 
points on the same PF-ODE trajectory are consistent



SD-DiT:  Discriminative Objective

Loss on visible tokens and CLS token:



Various Teacher Noise in Discriminative Pair 



Fuzzy relations: Mask Reconstruction vs. Generative Diffusion

𝑝𝜎 → 𝑝𝑑𝑎𝑡𝑎 𝑝𝜎⊙𝑚𝑎𝑠𝑘 → 𝑝𝜎

Mask reconstruction loss wastes model 
capacity for representation learning and 
the learnable mask tokens.



SD-DiT: Decoupled Encoder-decoder w/o mask tokens

➢ Decoder for generative loss: 

➢ Encoder for discriminative loss: 

𝑝𝜎 → 𝑝𝑑𝑎𝑡𝑎

𝑝𝜎 → 𝑝min

➢ Remove the mask reconstruction loss 

(which wastes model capacity for representation learning)

➢ Keep masks for training efficiency and location contextual 

awareness.

𝑝𝜎⊙𝑚𝑎𝑠𝑘 → 𝑝𝜎



Experiments on ImageNet: Fast Convergence 



Experiments on ImageNet: Compare with SOTAs 
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