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Introduction

• BiTT : The first method for reconstructing both hand textures from a single image

Free View, Free Pose, Relightable Two Hand Reconstruction

Input: Single Image of 
Interacting Two Hands

Two hands reconstruction via

 ① Symmetric information of         

left and right hand,
② Hand texture parametric model

① Symmetric information of left  ↔ right  hand 
② Hand Texture Parametric Model



Motivation

• Both hands usually has similar appearance.  
• By using both hand similarity, it is able to recover occluded parts. 

Identity 1 Identity 2 Identity 3 Identity 4 Identity 5



Motivation

• Percentage of visible texture for each 
hand part 

• Using usable symmetric texture, 
• à Can acquire up to 50~60% of the hand 

texture



Related Work

• 3D Mesh Representation
• Neural Radiance Field 

• Learning implicit color field, and shape.
• Requires lots of images for training the model.
• Requires additional mesh extracting process for applying at general environment situation.

• Mesh-based Representation
• Representing through mesh, texture UV map (or vertex colors)
• Easy to handle and manage interactions with other objects.
• No need for additional process for utilization.

• Hand Texture Parametric Model (HTML)
• Our method 



Comparing with prior works
• Prior works mainly focus on reconstructing hand appearance on a single hand from 

multiple images (Multiview, Monocular video, ~ thousands of image)

• BiTT reconstructs hand appearance of both hands from a single image

• Why reconstruct from a single image?
1. Obtaining sufficient data to generalize can take a long time.
2. Multiple image does not guarantee to produce full visible part.
3. Occluded texture reconstruction is necessary.

à We demonstrate that a single image is sufficient for reconstructing both hand texture.



Methods

Input Image 𝑰

Mesh 𝒎𝒍,𝒓, 𝒑

Optional!

• Training framework
• BiTT is based on per-scene optimization 

process (~ NeRF)
• NeRF requires multiple image of the same 

scene
• ↔ BiTT requires single image of the scene 

(hand)

• Training time takes less than 7 minutes for 
each hands.
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Methods – Course  Stage
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Methods – Loss Functions



Experiment

• Quantitative Results of InterHand2.6M dataset



Experiment

• Quantitative Results of RGB2Hands dataset



Experiment -Qualitative Results
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Experiment

• Qualitative Results
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Experiment -Qualitative Results

• Results on Re:InterHand Dataset

Input Image Reconstructed Image Relit Image Novel Pose Input Image Reconstructed Image Relit Image Novel Pose



Experiment -Qualitative Results

You can find more results on the main, supplementary paper!

Input Image Reconstructed Image Relit Image Novel Pose Input Image Reconstructed Image Relit Image Novel Pose



Conclusion

• We present BiTT, the first method for reconstructing both hands full textures 
with given single image.
• High-fidelity
• Efficient, Easy to train
• Easy to modify (free viewpoint, pose, light scene)

• Demonstrates utilizing paramatric model, bi-directional reconstruction of 
texture between both hand is appropriate approach.

• Experiments has been conducted through all identities in dataset and achieved 
state-of-art performance.



Conclusion

• Advantage of Explicit Representation
• Can be easily compatible to traditional computer graphics 
• We applied self-occlusion aware shadow reconstruction

Input Image w/o Shadow w/ Shadow



Project  Website & Code

• Project  Website

• Code : https://github.com/yunminjin2/BiTT

Email Address: minjekim@kaist.ac.kr

https://github.com/yunminjin2/BiTT

