
ManipLLM: Embodied Multimodal Large Language Model for 
Object-Centric Robotic Manipulation

Robot manipulation relies on accurately predicting con-
tact points and end-effector directions to ensure success-
ful operation. However, learning-based robot manipula-
tion, trained on a limited category within a simulator, of-
ten struggles to achieve generalizability, especially when
confronted with extensive categories
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2. Limitations
We introduce an innovative approach for robot manipu-
lation that leverages the robust reasoning capabilities of 
Multimodal Large Language Models (MLLMs) to enhance 
the stability and generalization of manipulation. By fine-
tuning the injected adapters, we preserve the inherent 
common sense and reasoning ability of the MLLMs while 
equipping them with the ability for manipulation. The 
following figure shows the prediction process. Given the 
text prompt, RGB image, and depth map inputs, we obtain 
3D pose of end effector.

4. Experiment

1) The table shows 
the results in sim-
ulator, in which 
ManipLLM shows 
strong performance 
across various 
category.
2) Meanwhile, the 
perforance in real-
world is also stable 
across categories
and view angles.

The left figure shows the overall training framework of four training tasks, enabling the model to recognize the 
current object (category-level), understand which regions can be manipulated (region-level), and finally generate 
a precise end-effector pose (pose-level). The right figure shows the ground truth of affordance prior. 
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