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[l Introduction - Task Definition

instance segmentation is one of the challenging tasks in computer vision

require the prediction of masks and categories for instances in an image

mask category



Jll Introduction - LVIS

LVIS is a large-scale instance segmentation dataset

164k images

2M high-quality annotations

1203 categories
long-tailed distribution ( “natural setting” )

frequent, common, and rare category group

samples from LVIS dataset



] Background

* instance segmentation is data-hungry

« most instance segmentation datasets today require costly manual annotation, limiting
their data scale

- models trained on such data are prone to overfitting on the training set, especially for
those rare categories

!

the Need for +
Scalable Data Acquisition

!

current methods use generative models for data augmentation by generating datasets to
supplement the training of models on real datasets and improve model performance

the ongoing development of the generative
model has largely improved the controllability
and realism of generated samples




] Background

Existing methods of generative data augmentation:
1) not fully exploit the potential of generative models
crawl images from the internet > challenging, uncontrollable

only manually designed prompts = limiting the potential output

2) not consider the discrepancy between real-world data and generative data

explain the role of generative data from the perspective of class imbalance or data
scarcity

typically show improve model performance only in scenarios with a limited number of
real samples



Jll Analysis of Data Distribution

explore the role of generative data from the perspective of distribution discrepancy

two main questions:
1) Why does generative data augmentation enhance model performance?

2) What types of generative data are beneficial for improving model performance?



Jll Analysis of Data Distribution

Why does generative data augmentation enhance model performance?

the role of adding generative data is to alleviate the bias of the real training data, effectively

mitigating overfitting the training data
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Figure 1. Visualization of data distributions on different sources. Compared to real-world data (LVIS train and LVIS val), generative data
(Stable Diffusion and IF) can expand the data distribution that the model can learn.

TVG" = APF minitrain — APX val.

Data Source | TVGY® TVGFP** TVGY™ TVGI** TVGE™ TVGr**

LVIS 13.16 10.71 21.80 16.80 39.59 31.68
LVIS + Gen 9.64 8.38 15.64 12.69 29.39 22.49

Table 1. Results of train-val gap on different data sources.
With the augmentation of generative data, all TVG of LVIS are
lower than LVIS + Gen, showing that adding generative data can
effectively alleviate overfitting to the training data.



Jll Analysis of Data Distribution

What types of generative data are beneficial for improving model performance?
1) insufficient diversity in the data can mislead the distribution that the model can learn

2) using diverse generative data enables models to better adapt to these discrepancies,
improving model performance

# Gen Category AP’}“ AP}”aSk APz Apmask  ppbor  ppmask

none 50.14 43.84 47.54 43.12 41.39 36.83
f 50.81 44.24 47.96 43.51 41.51 37.92
c 51.86 45.22 47.69 42.79 42.32 37.30
r 51.46 44.90 48.24 43.51 32.67 29.04
all 52.10 45.45 50.29 44.87 46.03 41.86

Table 2. Results of different category data subset for training.
The metrics on the corresponding category subset are lowest when
training with only one group of data, showing insufficient diversity
in the data can mislead the distribution that the model can learn.
Blue font means the lowest value in models using generative data.



Jll Method - DiverGen

Overview of the DiverGen pipeline
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[l DiverGen - GDDE

Generative Data Diversity Enhancement

enhance data diversity at three levels: Category Diversity Enhancement
. . LVIS extra

« category diversity s categories

- prompt diversity l

Prompt Diversity Enhancement

: [ manually designed prompts ]
[ ChatGPT designed prompts]

'

Model Diversity Enhancement

(@) V| oo —

Stable DeepFloyd g
Diffusion IF

« generative model diversity

help the model to better adapt to the distribution
discrepancy between generative data and real data

Generative Data Diversity Enhancement

Instance Generation
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]l DiverGen - Category Diversity

including data from partial categories results in lower performance than incorporating
data from all categories

!

akin to human learning, the model can learn features beneficial to the current category
from some other categories

!

increase the diversity of data by adding extra categories

Implementation Details:
LVIS categories + selected ImageNet-1K categories (based on WordNet similarity)

training phase: mix, requiring the model to learn to distinguish all categories
inference phase: truncate the parameters in the classification head
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]l DiverGen - Prompt Diversity

manually designed template (challenging to scale)
a photo of a single {category name}

ChatGPT designed prompt

three requirements:

1) each prompt should be as different as possible

2) each prompt should ensure that there is only one object in the image

3) prompts should describe different attributes of the category

controllability of the generative model

add “in a white background” after each prompt - simple and clear background
reduces the difficulty of mask annotation
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il DiverGen - Example of ChatGPT

Q Human Input:

Please write 20 prompts for stable diffusion to generate images of cream pitcher.

Each prompt needs to be different, the focus of the description should be the different attributes
of the category, such as if the category is animal, the prompts should describe the animal’s color,
size, age, species, etc., if it is food, the prompts should describe the color of food, brand,
size, freshness, packaging type, packaging color, etc.

Each prompt should ensure that there is only one entity in the generated image. The prompt should
start with words like "a photo of ", "a real photo of", "an image of ", "a photography of ", "an
illustration of ", etc.

The output result should not contain anything else, just a prompt list in the format:

1. promptA
2. promptB
3. promptC

The first sentence of the output is "this is the list:".
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il DiverGen - Example of ChatGPT
ChatGPT Response:

This is the list:

1
2
3
4
5.
6
7
8
9

. A photo of a small cream pitcher with a glossy white finish.
. An image of a vintage cream pitcher with delicate floral patterns.
. A real photo of a large cream pitcher made of fine bone china.

. A photography of a modern cream pitcher with a sleek silver handle.

An illustration of a cream pitcher in a vibrant shade of turquoise.

. A photo of a small cream pitcher with a rustic, weathered appearance.
. An image of a cream pitcher adorned with intricate gold filigree.

. A real photo of a tall cream pitcher with a matte black finish.

. A photography of a cream pitcher in a classic white color with a scalloped edge.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

An illustration of a cream pitcher shaped like a whimsical cow.

A photo of a vintage cream pitcher with a charming polka dot design.

An image of a cream pitcher made of clear glass with a frosted bottom.

A real photo of a cream pitcher in a unique hourglass shape.

A photography of a cream pitcher with a playful print of colorful flowers.
An illustration of a cream pitcher with a hand-painted blue and white pattern.
A photo of a small cream pitcher made of delicate porcelain.

An image of a cream pitcher with a textured surface resembling tree bark.
A real photo of a cream pitcher in a vibrant shade of coral pink.

A photography of a cream pitcher with a gold-trimmed spout and handle.

An illustration of a cream pitcher shaped like a graceful swan.
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Jll DiverGen - Samples

A photo of a copper tray with a hammered texture,
in a white background

A real photo of a large tray made of clear acrylic
material, in a white background

A photo of a large tray with vibrant floral designs,
in a white background

An image of a wooden tray with intricate carvings,
in a white background

A photo of a small ceramic tray in a vibrant
turquoise color, in a white background
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]l DiverGen - Comparison

bookmark bookmark

cream cream

pitcher pitcher
liquor liquor
crayon / / M / / crayon
(a) Images of manually designed prompts. (b) Images of ChatGPT designed prompts.

Figure 4. Examples of generative data using different prompts. By using prompts designed by ChatGPT, the diversity of generated
images in terms of shapes, textures, etc. can be significantly improved.
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Jll DiverGen - Generative Model Diversity

the quality and style of output images vary across generative models, and the data
distribution learned solely from one generative model's data is limited

!

introduce multiple generative models to enhance the diversity of data, allowing the
model to learn from wider data distributions
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Figure 2. Examples of various generative models. The samples
generated by different generative models vary, even within the same

category.
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| DiverGen - SAM-background

step1: take the four corner points of an image as input prompts for
SAM to obtain the background mask

Annotation Data

step2: invert the background mask as the mask of the foreground

object
SAM-Background
[ lightweight mask decoder }
® @
“r 1l [ prompt encoder ] [ image encoder ]
®
o " ® background points
|
. *: Raw Data
= B -
h — ==
T M - -
b =] =
® @
SAM-foreground SAM-background Instance Annotation
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Jll DiverGen - CLIP Inter-similarity

step1: use the image encoder of CLIP to extract image
embeddings for objects in the training set and generative
Images

Filtered Out Generation
Data Dataset

L

step2: calculate the similarity between them

X 4
CLIP Inter Similarity
inter similarity filter

. J

p 2 >
| ar - cup Real
image encoder image encoder Dataset
\ J

Instance Filtration
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]l DiverGen - Instance Augmentation

use the instance paste strategy to increase model learning efficiency on generative data

Augmented Data

Model
Training
>
Real
Dataset

Instance Augmentation

samples of augmented data
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| Experiments - Settings
Datasets
official LVIS training split + 1,200k generative data
official LVIS validation split

Evaluation Metrics
LVIS box average precision and mask average precision
maximum number of detections per image: 300

Implementation Details
baseline: CenterNet2
backbone: Swin-L
training size: 896

batch size: 16
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Jll Main Results

- Data diversity is more important than quantity
without GDDE: initially improves but then declines, 1,200k is lower than 600k
with GDDE: 1,200k is higher than 600k, 600k is higher than 600k without GDDE

# Gen Data | GDDE | AP?°* Apmask  Apber  Apmask
0 4750 4232 4139  36.83
300k 49.65 4401 4568  41.11
600k 50.03 4444  47.15  41.96
1200k 4944 4375 4296 3791
600k v 50.67 4499 4852  43.63
1200k v 5124 4548  50.07  45.85

Table 3. Results of different scales of generative data. When
using the same data scale, models using our proposed GDDE can
achieve higher performance than those without it, showing that data
diversity is more important than quantity.
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Jll Main Results

 DiverGen significantly outperforms previous methods

compared to the previous strong model X-Paste, we outperform it with +1.1 in box AP
and +1.1 in mask AP of all categories, and +1.9 in box AP and +2.5 in mask AP of rare

categories
Method Backbone APPo*  Apmask  pApbozr  ppmask

Copy-Paste [6] | EfficientNet-B7 41.6 38.1 - 32.1

Tan et al. [24] ResNeSt-269 - 41.5 - 30.0

Detic [34] Swin-B 46.9 41.7 45.9 41.7

CenterNet2 [33] Swin-L 47.5 42.3 41.4 36.8

X-Paste [32] Swin-L 50.1 44 4 48.2 43.3

. : 51.2 45.5 50.1 45.8
DiverGen (Ours) Swin-L +1.1) (+1.1) (+1.9) (+2.5)

Table 4. Comparison with previous methods on LVIS val set.
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| Ablation Studies - Effect of Category Diversity

« using extra categories to enhance category diversity can improve the model's
generalization capabilities, but too many extra categories may mislead the mode|,
leading to a decrease in performance

# Extra Category | AP%  AP™ask  Apbor  Apmask
0 49.44 4375 4296 3791
50 49.92 4417 4494  39.86
250 5059 4477 4799 4291
566 5035  44.63  47.68 4253

Table 5. Ablation of the number of extra categories during
training. Using extra categories to enhance category diversity
can improve the model’s generalization capabilities, but too many
extra categories may mislead the model, leading to a decrease in
performance.



| Ablation Studies - Effect of Prompt Diversity

« with the increase in prompt diversity, there is a continuous improvement in model

performance, indicating that prompt diversity is indeed beneficial for enhancing model
performance

#Prompt | AP°"  AP™F  APXT  APSF

1 49.65 44 .01 45.68 41.11
32 50.03 44.39 45.83 41.32
128 50.27 44.50 46.49 41.25

Table 6. Ablation of the number of prompts used to generate
data. With the increase in prompt diversity, there is a continuous
improvement in model performance, indicating that prompt diver-
sity is indeed beneficial for enhancing model performance.
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]l Ablation Studies - Effect of Generative Model Diversity

* increasing model diversity is beneficial for improving model performance

Model | APY°*  Apmask  Apbor  ppmask
none 47.50 42.32 41.39 36.83
SD[20] | 48.13 4282 4368  39.15
IF[22] | 4944 4375 4296 3791
SD+IF | 50.78 4527 4894  44.35

Table 7. Ablation of different generative models. Increasing
model diversity is beneficial for improving model performance.
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Jll Ablation Studies - Effect of Annotation Strategy

« SAM-bg outperforms max CLIP strategy across all metrics, indicating that our proposed
strategy can produce better annotations, improving model performance

~

raw data w o A

Strategy | APboa: APmask AP?om APTaSk "Q'Q
0
max CLIP [32] | 49.10 43.45 4275 37.55 ‘i ) )
SAM-bg | 4944 4375 4296 3791 iz CLIP 7 $
»\\Pﬁ

Table 8. Ablation of different annotation strategies. Our pro-
posed SAM-bg can produce better annotations, improving model
performance.

Figure 5. Examples of object mask of different annotation
strategies. SAM-bg can obtain more complete and delicate masks.
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Jll Ablation Studies - Effect of CLIP Inter-similarity

« CLIP inter-similarity can filter low-quality images more effectively

Strategy APPor  Apmask  Apbor  pApmask

none 49.44 43.75 42.96 37.91
CLIP score [32] 49.84 44,27 44.83 40.82
CLIP inter-similarity | 50.07 44.44 45.53 41.16

Table 9. Ablation of the different filtration strategies. Our
proposed CLIP inter-similarity can filter low-quality images more

effectively.



ll Conclusions

« We explain the role of generative data from the perspective of distribution discrepancy.
We find that generative data can expand the data distribution that the model can
learn, mitigating overfitting the training set and the diversity of generative data is
crucial for improving model performance.

« We propose the Generative Data Diversity Enhancement strategy to increase data
diversity from the aspects of category diversity, prompt diversity, and generative model
diversity. By enhancing data diversity, we can scale the data to millions while
maintaining the trend of model performance improvement.

« We optimize the data generation pipeline. We propose an annotation strategy SAM-
background to obtain higher-quality annotations. We also introduce a filtration metric
called CLIP inter-similarity to filter data and further improve the quality of the

generative dataset.
29
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