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Background

• The computational complexity of the self-attention mechanism grows 
quadratically with the number of tokens.

• The computational burden becomes heavier with higher-resolution 
images.

• Training Vision Transformers (ViTs) often leads to attention saturation 
phenomena.



Question & Answer

• Q: Is it really necessary to consistently apply the self-attention mechanism 
throughout each stage of the network, from inception to conclusion?

• A: Considering the attention saturation, we conclude that not all attention 
computation is necessary. Then we design the Less-Attention Module to alleviate the 
attention computation and attention saturation.



Architecture

In each stage, we extract the feature representation in two phases. At the initial several Vanilla 
Attention (VA) layers, we conduct the standard MHSA operation to capture the overall long-range 
dependencies. Subsequently, we simulate the attention matrices to mitigate quadratic 
computation and address attention saturation at the following Less-Attention (LA) layers by 
applying a linear transformation to the stored attention scores. 



Extra designs

• Residual-based Attention Downsampling

• Diagonality Preserving Loss



Experiments



Experiments

• Extensibility

The incorporation of the Less-Attention layer into any of the foundational Transformer architectures 
leads to enhancements in accuracy while concurrently reducing computational demands.



Experiments

• Indispensibility

All these experimental findings collectively emphasize the contribution of each component within our 
model architecture



Conclusion

• Aiming to reduce the costly self-attention computations, we designed a novel plug-
in Less-Attention module on ViTs. It leverages the computed dependency in MHSA 
blocks and bypasses the attention computation by reusing attentions from previous 
MHSA blocks. Our architecture effectively captures cross-token associations, 
surpassing the performance of the baseline while maintaining a computationally 
efficient profile in terms of parameters and floating-point operations per second 
(FLOPs). 
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