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Motivation: Qualitative Results: A New Benchmark:
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e [ext-to-video models are great,

but can they control-
© Size Of ObjeCtS? peekaboo behlnd b‘z:/t')r:)i'
o Path of Motion”?
o Position of objects?

e Only text input is inadequate

e Bounding Box inputs are a good "Awolf jumping in the snow”
modality for rich description.

e How do we equip existing models
to use this input information?
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Contributions:
Al galloplng through a
e Peekaboo allows you to gain meadow”

interactive control on videos -

Picking a ball up A helicopter over a city

e \Ve repurpose existing video datasets, and also
create a new dataset for evaluating methods.

e Metrics: The faithfulness of the generations is
measured using AP50, mloU scores.

o On any off-the-shelf model. Method - Attention (masks) are all you need: Quantitative Results:
o Without any training. Peekaboo controls outputs by modifying attention masks to the model for some steps. o R
o With no inference overheads. . e . ===
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Spatio-Temporal Attention module

e \We introduce a new benchmark for
controllable video generation
o Over 800 caption-bbox pairs
o With 4 different metrics for
evaluating performance
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