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Multi-Target Multi-Camera Tracking

:tracking multiple objects simultaneously across different camera views.



Larger, Longer, and Diverse Tracking Benchmark

Dataset # Cameras # ID # Frames Camera Coverage Extra Modality Resolution

PETS2009 8 30 1,200 outdoor ✗ 768 × 576

USC Campus 3 146 135,000 outdoor ✗ 852 × 480

Passageway 4 4 120,000 outdoor ✗ 320 × 240

NLPR MCT ≤ 5 ≤ 235 355,500 in & outdoor ✗ 320 × 240

CamNet 8 50 360,000 in & outdoor ✗ 640 × 480

WILDTRACK 7 N/A 66,626 outdoor ✗ 1920 × 1080

DukeMTMC 8 2,834 2,448,000 outdoor ✗ 1920 × 1080

MTA 6 2,840 2,007,360 simulated ✗ 1920 × 1080

MMPTRACK ≤ 6 ≤ 140 2,979,900 indoor ✗ 640 × 320

MTMMC (Ours) 16 3,669 3,052,800 in & outdoor ✓ (Thermal) 1920 × 1080



Multi-modal, Multi-view, Multi-object Videos



Real World Environment

Cam 1 Cam 3 Cam 4Cam 2

Cam 5 Cam 7 Cam 8Cam 6

Cam 9 Cam 11 Cam 12Cam 10

Cam 13 Cam 15 Cam 16Cam 14

▪ Sites: Campus, Factory



Real World Environment

▪ Sites: Campus, Factory

Cam 1 Cam 3 Cam 4Cam 2

Cam 5 Cam 7 Cam 8Cam 6

Cam 9 Cam 11 Cam 12Cam 10

Cam 13 Cam 15 Cam 16Cam 14



Real World Environment

▪ Camera Topology: Indoor, Outdoor, Multiple Floors, Overlapping Views

Indoor Outdoor



Real World Environment
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Real World Environment

▪ Camera Topology: Indoor, Outdoor, Multiple Floors, Overlapping Views

1st floor of Factory



Multi-modal Multi-camera Tracking

RGBT camera with Coaxial Optical System

RGB

Thermal

▪ RGB and Thermal



1. Sub Tasks: Detection, Re-ID

more challenging and generalizable

Person Detection Person Re-Identification



1. Sub Tasks: Multi-object tracking

more challenging and generalizable



2. Pre-Training: Real-world vs. Synthetic Data

Powerful pre-trained representations and synergy with synthetic data.



3. Multi-modal Learning: Setups and Baselines

• Modality Fusion: Integrating thermal data either at input or feature level improves performance 
compared to using single modalities.

• Modality Drop: Training with both modalities but evaluating only on RGB shows effective feature 
transfer and model robustness.



3. Multi-modal Learning: Setups and Baselines

Enhancing Tracking Performance through Modality Fusion.



4. Multi-modal MTMC

Multi-Target Multi-Camera Tracking Results in MTMMC. 



Conclusion

❑ The first multi-modal tracking benchmark

❑ The new multi-modal tracking setups

❑ The baselines (subtask, multi-modal tracking)


