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Hightlights
• Existing Adapter tuning utilizes additional residual blocks with manual

scale. Prompt tuning usually introduces extra random initialized
prompts into the input space.

• Our DAPT leverages a simple Dynamic Adapter that generates a dynamic
scale for each token and seamlessly integrates it with Prompt tuning.



Background

• Pre-training on 3D datasets is gaining significant interest. Several works 
utilize self-supervised methods and achieve excellent performance.

• Two mainstream methods:
• Mask modeling
• Contrastive learning



Background

• Finetuning all parameters for pre-trained model may lead to

• Catastrophic forgetting and break the rich prior
• Fine-tuning for each point cloud analysis dataset requires a separate 

weights copy, and the storage space overhead may becomes a burden as 
the number of datasets increases

• The computational cost requirements escalate dramatically, especially for 
larger batch sizes, leading to a substantial increase in GPU memory usage, 
limiting its accessibility for researchers with weak hardware.



Background

• Parameter-Efficient Transfer Learning fixes most of the parameters and 
adjusting only a selected few.

• Two mainstream methods:
• Adapter tuning: often require manual scale setting as a crucial 

hyper-parameter, while the value remains constant during inference.  
• Prompt tuning: usually adds external random initialized prompts as 

extra inputs.



Background

• Existing tuning strategies achieve promising results in NLP and 2D vision, 
they lack targeted design. 

• Can not achieve satisfying results on hard point cloud datasets.



Overall

• During the fine-tuning, we fix the entire backbone, only fine-tuning the 
newly added parameters.



Method

• The Dynamic Adapter adopt a parallel MLP to generate dynamic scale 𝑆𝑆𝑑𝑑
based on variant point cloud features.

• The ReLU to select the positive scale and set the rest as zero.



Method

• We leverage the Dynamic Adapter to generate the prompt derived from 
the original model’s internal output using the proposed Dynamic Adapter, 
called Internal Prompt tuning. 



Method

• DAPT can consistently reduce training memory as the batch size increases. 
With 512 batch size, our DAPT significantly reduces GPU memory usage 
by 35% and 49% compared to full fine-tuning and IDPT. 



Experiments
• For the ScanObjectNN and ModelNet40, we achieve the best performance 

on most sub-sets.



Experiments
• We evaluate few-shot and part segmentation performance of DAPT on 

the ModelNet40 and ShapeNetPart datasets, respectively.

Few-shot learning on ModelNet40 Part segmentation on ShapeNetPart



Experiments
• Comparisons of parameter efficient transfer learning methods from NLP 

and 2D Vision on the hardest variant of ScanObjectNN.

Comparisons on ScanObjectNN PB-T50-RS
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