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Background

➢ Imbalanced data distribution
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Long Tail

The deep learning on long-tailed data is often dominated by the majority

classes (classes with amount samples), resulting in poor performance of the

minority classes (classes with few samples).



Background

➢ Long-tail class incremental learning (LT-CIL)

a) b) c)

Long-tail class incremental learning (LT-CIL) is designed to perpetually acquire novel knowledge from an

imbalanced and perpetually evolving data stream while ensuring the retention of previously acquired knowledge.

To tackle this problem, existing work attempts to expand data or change the network structure and so on, both

achieved good results. Surprisingly, continual learning on imbalanced data has yet to receive widespread attention.



Background

➢ Long-tail class incremental learning (LT-CIL)

a) b) c)

a) Conventional class incremental learning requires the same number of new classes to be learned and 

the same number of samples of new classes to be learned in each task.

b) The dataset is sequentially divided into different tasks. There is an imbalanced distribution over the 

complete dataset, and the total number of samples within the tasks is decreasing. 

c) The majority and minority classes randomly belong to any task. While there is still an imbalanced 

distribution in each task, the total number of samples from different tasks shows a random.



Motivation

➢ Data relationship
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 Leveraging the richness of information from header class data to aid in the learning of tail class data.



Method

➢ Overview

 We propose a Sub-prototype Space and a Reminiscence Space 



Method

➢ Sub-prototype Space

 space construction 

• When a new set of learned features is input, we project the features into the existing basis vectors, query 

the correlation between the input features and the basis vectors:

• Avoiding part of the basis vectors being selected too often, we add the controlling factor:



Method

➢ Sub-prototype Space

 space construction 

• The projection of the input features can be expressed as:

• We use the L2 Norm to constrain the updating and the entire training loss is:



Method

➢ Sub-prototype Space

 Feature re-sampling

• We resample feature from the sub-prototype space

• We use resample feature to calculate cross-entropy loss



Method

➢ Reminiscence  Space

 Storing data distributions

• Class feature centroid and corresponding covariance matrix:

• mean of the correlation matrix



Method

➢ Reminiscence  Space

 Distillation loss

• We sample features and compute the cross-entropy loss

• We perform the distillation loss on the sub-prototype basis vectors



Experiments

➢ Results on Shuffled LT-CIL. ➢ Ablation Study.

➢ Minority classes accuracy.

➢ Basis vectors selection frequency .



Conclusion

➢ We propose a novel and effective learnable sub-prototype space that simultaneously mitigates intra-task and inter

task imbalances in long-tail class incremental learning.

➢ We propose a reminiscence space to store data distribution, which prevents the model from collapsing under the

influence of new knowledge and forgetting the learned old knowledge during training.

➢ We perform extensive experiments to demonstrate the effectiveness of our method, all achieving state-of-the-art in

diverse settings.

➢ In this work, we address two fundamental challenges in long-tail class incremental learning: intra-task imbalance

due to data imbalanced distribution and inter-task imbalance due to forgetting what was learned before during

incremental learning.
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