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Diffusion Models

• Significantly time-steps-varying activation range
a.  How to choose calibration data? Design for sampling at different t.
b.  How to determine quantization parameters? Introduce more parameters related to t.

• Accumulative quantization errors with time-steps
c.  How to make some remedies? Compensate forward pass errors with statistical methods or time-

aware mixed precision quantization.

Left: Diffusion/Denoising process. Right: Structure of Unet.

Conv

ResBlock

Upsampling

Downsampling

Concat
Sample

... ...
UNet

Decoder

Denoising Process

Diffusion Process

... ...

Encoder

The impact of quantized 
t/temporal feature



Background & New Problem 
• Temporal Feature in Diffusion Models

• Temporal Feature Disturbance
• Temporal feature error:  𝑐𝑜𝑠 𝒆𝒎𝒃!,# 	, )𝒆𝒎𝒃!,# .
• Temporal information mismatch: 𝑡 ↚ 	 )𝒆𝒎𝒃!,# .	
• Trajectory deviation: 𝒙! 	⇏ 	𝒙!$%.

(a) Temporal feature error. (b) Temporal information 
mismatch.

(c) Trajectory deviation. We only quantize embedding layers and 
time embed in diffusion models.

Temporal Feature in diffusion models.



Inducement analyses & Temporal Feature Maintenance

• Two key inducements:
• Inappropriate reconstruction target: wrong objective, overfit.
• Unaware of finite activations: prev. methods for distribution.

• Solution:
• Temporal Information Block: 𝑔# ℎ ⋅ #&',…) .

• Temporal Information Aware Reconstruction: ℒ*+,- = ∑#&') 𝑔# ℎ 𝑡 − 6𝑔# 7ℎ 𝑡
.

/
.

• Finite Set Calibration: 8𝒙 = Φ 𝒙
1!
+ 𝑧!, 0, 22 − 1  .

Freeze means we freeze t-related parts, 
when quantizing ResBlock and utilize 
naïve strategy for that component.



Performance & efficiency 

• We conduct experiments for various datasets across unconditional/class-
conditional/text-guided image generation. All of experiments exhibit our method’s 
SOTA accuracy.

Unconditional image generation with LDM-4/8. Resolution of images: 
256×256

Class-conditional image generation with LDM-4 on 
ImageNet. Resolution of images: 256×256

Text-guided image 
generation with 

Stable Diffusion on 
MS-COCO prompts. 
Resolution of images: 

512×512



Performance & efficiency 

• We present some visualization results.

• We also deploy our quantized models on CPU.

Unconditional 
image generation 
with LDM-8 on 

CelebA-HQ. 
Resolution of 

images: 
256×256.

Efficiency of quantized Stable Diffusion on Intel CPU.

Unconditional 
image generation 
with LDM-4 on 

LSUN-Bedrooms. 
Resolution of 

images: 
256×256.

Random samples from w4a8 quantized and full-precision 
Stable Diffusion. Resolution of images: 512×512.



Summary
• We discover that existing quantization methods suffer from temporal feature 

disturbance affecting the quality of generated images. 
• We reveal that the disturbance comes from two aspects: inappropriate 

reconstruction target and unaware of finite activations. Both inducements 
ignore the special characteristics of time information-related modules.

• An advanced framework (TFMQ-DM) is proposed, consisting of TIAR for 
weight quantization and FSC for activation quantization. Both are based on a 
Temporal Information Block specially devised for diffusion models.

• Extensive experiments on various datasets show that our novel framework 
achieves a new SOTA result in PTQ of diffusion models, especially under 4-bit 
weight quantization, and significantly accelerates quantization time. 


