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Task and Contributions

• Task
• Our goal is to compress and accelerate deep neural networks with structural pruning 

under for federated learning.

• Contributions
• We proposed a novel channel pruning method for federated learning. A server-side 

network and device-wise sub-networks are learned to achieve a better trade-off 
between the performance and the computational resource.

• We proposed to use an embedding layer and a hypernetwork to generate sub-
networks on each device. 

• We provided the theoretical guarantee of convergence for our method for federated 
learning.

• Extensive experiments on CIFAR-10, CIFAR-100, and TinyImageNet show the 
effectiveness of our method.
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Thanks for Watching!
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