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Open-World Recognition (OWR)
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A few notes: 

• The classes in 𝐷()*+, and 𝐷(-.(  are disjoint.

• Even for the closed-world classes in 𝐷/0123, 
the learned embedding model can exhibit 
significant variation in intra-class 
compactness and inter-class separations.

• When applied to the open-world classes in 
𝐷/45/, this variation in representation 
structures tends to become more severe. 

• Modern Open-World Recognition (OWR) systems typically use Deep Metric Learning to learn to transform raw 
data into vectorized representations, where distances between the representations reflect semantic similarities. 
During testing, the learned model is applied to unseen open-world classes (not encountered during training), 
with the expectation that similar items still remain close while dissimilar ones will be kept apart.
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Open-world Threshold Calibration
• Problem Definition: Open-world calibration amounts to choosing appropriate thresholds of open-world classes 

(e.g., wolf, sheep, mouse) for an embedding model trained on closed-set classes (dog, cat, bird) to balance the 
trade-off between TPR and TNR, considering potential distribution shifts and uncertainties in the open world.

• Mathematical formulations Let 𝑑 and 𝛼 be the distance threshold and minimum requirement for TPR!"#!, 
we formulate it as a constrained optimization problem:   

𝑑!"# =	?

Calibration dataset 𝐷617

𝑑!"# =? ? ?
How to calibration 𝒅𝐨𝐩𝐭 

for 𝑫𝐭𝐞𝐬𝐭?
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Limitations of Existing Methods
• Problems of existing methods: Traditional calibration methods like Platt Scaling and Isotonic Regression are 

inductive, relying on a calibration dataset to learn general calibration rules under the assumption of identically 
distributed data. This assumption often fails in open-world scenarios, where the test distribution is unknown 
and dynamic, and the calibration dataset may not accurately represent the test data.

• Our remedial solution Transductive Threshold Calibration (TTC) .  

(a) (Traditional) Inductive Calibration (b) (Our) Transductive Calibration

vs
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OpenGCN: Learning for Transductive Calibration
• Main Design Concepts: 

• Incorporate TTC by directly predicting the connectivity 𝑝$%  between data pairs using a Graph Neural Network 
(GNN), which can be used for predicting TPR and TNR for the test data at each distance threshold. 

• Utilize both training data (for the OWR embedding model) and calibration data for calibration purpose,  
maximizing the rich information contained within the closed-set data. 



Experiment Results – SameDist Scenario
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Table 1.

• Experiment settings: SameDist – identical training and testing distributions. 

• Datasets: iNaturalist-2018, CUB-200, Cars-196.

• Evaluation metrics:  Absolute Error in TPR or TNR. We evaluate at multiple target 
values (TPR=80%, 90% and TNR=80%, 90%) to provide a comprehensive assessment.

 

iNaturalist-2018 CUB-200 Cars-196



Experiment Results – ShiftDist Scenario
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• Experiment settings: ShiftDist – slightly shifted distributions between training and calibration. 

• Evaluation metrics:  The combined Mean Absolute Error for both TPR and TNR averaged over d ∈ [0,2].

 
Table 2.



Experiment Results – DiffDist Scenario
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• Experiment settings: DiffDist – significantly different distributions between training and calibration data. In 
particular, we consider the following: 

• Long-tailed calibration: We divide iNaturalist’s test classes into two sets based on cluster size, each containing 
the same number of images. For calibration, we use the head set (with a more images per class) as the 
calibration data and the tail set (with fewer images per class) for testing. 

• Out-of-domain calibration: 

• Evaluation metrics:  The combined Mean Absolute Error.

 

Table 3.
• For Cars, we transform its test partition into 

sketches, while leaving the training and 
calibration partitions untouched. 

• We also consider cross-dataset calibration, where 
the OpenGCN model is pretrained and fine-tuned 
on iNaturalist (general natural species images) 
but tested on CUB (bird images).
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Takeaways for “Learning for Transductive 
Threshold Calibration in Open-World Recognition”

CVPR 2024

• We formally define the open-world threshold calibration problem for DML-based open-world visual 
recognition systems, identifying key challenges associated with the task.

• We introduce OpenGCN, a meta learning framework that enables transductive threshold calibration via a 
GNN. Importantly, OpenGCN does not rely on the assumption of matching distance distributions between 
the calibration dataset and the test dataset.

• The evaluation results underscore OpenGCN’s effectiveness across different distance distribution patterns 
between the calibration dataset and test dataset, highlighting its practical applicability for threshold 
calibration in DML-based open-world recognition.

• (Limitations) Compared to traditional calibration methods, OpenGCN is less efficient and more susceptible 
to over-parameterization. Furthermore, OpenGCN is not a calibration-data-free method as it still requires 
some calibration data in addition to the closed-world data used for training the embedding model.

For more details, please refer to our paper at https://arxiv.org/html/2305.12039v2! 

https://arxiv.org/html/2305.12039v2

