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Introduction

Motivation: Why do we need Spiking Fusion in SNNs?

• The combination of deeper and shallower feature maps in the spatial domain

• Enhancing connections between features of different scales in the temporal domain
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Fig1. Spatiotemporal feature extraction



Introduction

Related Work: Lack of corresponding research on Spiking Fusion

Fig2. Overview of Spiking DenseNet + SSD architecture [1].

Fig3. Overview of RVT model [2]. Fig4. Overview of EMS-YOLO model [3].
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Method

Simple Fusion Model: SFOD(Spiking Fusion Object Detector)

Spiking Pyramid Extraction Submodule (SPES)
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Fig5. Overview of SFOD.



Method

The architectures of SPES
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Fig6. The architecture of SPES.
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Experiments

Ablation Results:

Tab1. Results of the ablation study on the GEN1 dataset. We first study the performance differences across object detection models 
using various backbone networks. Based on this, we select the best backbone and further analyze the impact of different fusion layers. 
Finally, we compare the performance of various SPES variants. We name the models using the basic, Spiking Dense Block-enhanced, 
and SEW Res Block-enhanced SPESs as SFOD-B, SFOD-D, and SFOD-R, respectively.



Experiments

Benchmark Comparisons:

Tab2. Comparison with state-of-the-art models on the GEN1 dataset. We present a comparison of our model with other state-of-the-
art approaches on the GEN1 dataset. Remarkably, our model achieves a state-of-the-art mAP of 32.1% at the same level of firing rate 
and parameters compared to other SNN-based methods.



Experiments

Inference results of the model on the GEN1 dataset:

Fig6. Inference results of the model on the GEN1 dataset.



Conclusion

Summary and Future Outlook:

• We propose Spiking Fusion Module, which is the first to implement spiking feature fusion in SNNs for event 
cameras.

• For the first time in SNNs applied to event cameras, we conduct a thorough study of different spiking 
decoding strategies and classification loss functions to determine their impact on model performance. 

• On the GEN1 dataset, our SFOD achieves the state-of-the-art object detection performance of 32.1% mAP for 
SNN-based models.

• In the future, we believe that the performance of SFOD is expected to be further improved by adopting a 
more effective data augmentation strategy. It undeniably represents a promising research direction.


