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Introduction

• Semantic Correspondence Aims To Establish Pixel-level Correspondence between Semantically 

Adjacent Image Pair.

• Requires high-quality patch-level representations with aligned semantic spaces; Requires 

matching representation in high resolution.
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Previous Frameworks

• Siamese Backbone

• 4D Matrix-based Refinement.

Feature extractor

Feature extractor

Correlation
generation

Global
Constraint



Recent Frameworks

• Siamese Backbone + Semantic Alignment.

• 2D Semantic Flow based Refinement.

Feature extractor

Feature extractor

Semantic
Alignment

2D Semantic
Flow Calculation

Flow-based
Refinement



Purpose

• Build up Semantic Correspondence in high resolution (Pixel-level)

• 1/2 or 1 as Original Input Resolution Maximum
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New Challenges

• Semantic regions that share similar appearances are often confused

• Objects in different scales present a challenge in establishing correlations for details

• Nearby pixels are hard to be distinguished

Visualization for the effectiveness of three designed modules on three challenges. Ground truth is indicated in yellow, successes 
in green, and failures in red.



Our Approach

• Layout-aware Representation Learning

• Progressive Feature Super-Resolution

• Multi-scale Matching Flow Integration



Results (Comparison with other methods)

LPMFlow can clearly overcome the significant geometric appearance changes and distinguish local areas with 
similar appearance based on geometric information.



Results (Comparison with other methods)

LPMFlow can provide better fine-grained dense correspondence.



Results (Comparison with other methods)

LPMFlow can provide better fine-grained dense correspondence.



Evaluation
The Input Resolution of Our LPMFlow is 256x256.

Yields large Improvements over several benchmarks. Having the best Generalizability.



Evaluation
The Input Resolution of Our LPMFlow is 256x256. 

Yields large Improvements on a challenging dataset.
Reach best result on 15/18 sub-classes. 



Ablation Results
The Input Resolution of Our LPMFlow is 256x256.
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