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Embodied Navigation

B An agent located in 3D environment
is required to navigate according to
various forms of instructions and
provide textual responses based on
user queries.
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i Out-of-Domain VLN: i
| Go to the bathroom and pull the |
| shower curtain closed. !
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Trajectory Summarization: |
Summarize the following i
trajectory (green trajectory). !
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! 3D Question-Answering: |

! What is at the end of the table |
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The Era of Large Language Models
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Reference: A Survey of Large Language Models, arXiv 2023
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NaviLLM

Observation Scene Encoder
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B NaviLLM is an embodied model | ‘-—“-JEF%"“H o it
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grounded in LLM, comprising two = S e L s vem— v— — —
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modules, 1.e., a scene encoder and
an LLM.
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Task Prompt
Task: Go to the hall bathroom and bring me the container sitting on the counter.

History: (1) gl (2) g8 (3) gl (4) BhS
Observation: (1) s; (2) s; (3) s3 @) si (5 s
Output Hint: Select the correct direction from the observation to go to the target location.
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Schema-based Instruction

B The schema is designed to be a unified format that can adapt to different data sources
and enable flexibility for wide span of tasks.

3D Question
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! Navigation Localization Summarization Answering
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| Task Task Task Task

Question: What is at the end

Instruction: Go to the bath- E
| | of the table close to the tv?

room and pull the shower
curtain closed.
History History
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Instruction/Dialog: Go down
to the bottom of the stairs, and
wait near the table.

Query: Generate a step-by-
step instruction.
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Observation Observation | Observation (Optional) P Output Hint
i ! Answer the question based on
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i View 1,View 2, ... View K 0bj1,0bj 2,..0bj K View 1,View 2, ... View K - ’
i 5 : |
' Output Hint Output Hint Output Hint E“‘b°:1ed QUser oy |
nswerin
Select a direction from the Select an object from the Summarize the above o i
observation. observation. trajectory. ek !
NaviLLM

: Vision-Language P Object - Trajectory P 3D Question i
i Navigation - Localization o Summarization Vo Answering !
H - I 3 5 P Output: Go down to the bottom of Vo . !
i Output: view [ Output: 0bj 2 i _the stairs and wait near the table. P Output: trash can i
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Comparison with SOTA Methods

CVDN SOON R2R REVERIE ScanQA
Val-U Test Val-U Test Val-U Test Val-U Test | Val Test

Separate Model For Each Task

PREVALENT [25] 3.15 2.44 - - 53 51 - - - =
HOP [44] 441 3.24 - 57 59 26.11 24.34 - -
HAMT [11] 5.13 5.58 - - 61 60 30.20 26.67 - -
VLN-BERT [27] - - - - 57 57 24.90 23.99 - -
GBE [61] - - 13.34 9.23 - - - - - -
DUET [12] - - 22.58 21.42 60 58 3373 36.06 - -
Meta-Explore [31] - - - 25.80 62 61 34.03 - - -
AZHP [23] - - - - 61 60 36.63 35.85 - -
VLN-SIG [32] 5.52 5.83 - - 62 60 - - - -
VLN-PETL [45] 5.69 6.13 - - 60 58 27.67 26.73 - -
BEV-BERT [1] 64 60 36.37  36.41 s .
3D-LLM [28] - - - - - - - - 20.5 19.1
Unified Model For All Tasks
MT-RCM+Env [54] 4.65 391 - - 49 40 - . - =
NaviLLM 6.16 7.90 29.24 26.26 59 60 35.68 32.33 23.0 26.3

X/
L X4

Our method delivers SoTA results with a single model.
Significant improvement on CVDN can be credited to the utilization of LLM and multi-task training.
Better Performance on tasks with complex instructions.

X/ X/
R X IR X4
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Generalization Ability on Unseen Tasks

CVDN SOON REVERIE
TL GPt | TL OSRt SRt SPLt | TL  OSRt SRt  SPL?t
DUET (R2R) 21.12 3.38 26.83 7.64 4.66 2.84 7.88 29.11 2491 20.00
DUET (REVERIE) F6:13 3.30 3342 20.86 10.24 6.06 - - - -
DUET (SOON) 48.61 2.40 - - - - 38.10 43.45 10.91 3.64
NaviLIM 2637 4.46 28.66 33.11 19.81 14.29 18.96 51.47 28.10 21.04
|{ Task: Navigate to the object in ‘what color is the stove?’. \:
| Answer the question. :
| . |
: . 1: The agens batbatiwoom; | % Our method generalizes to out-of-domain
I l Walk out of the bathroom :
| M | VLN tasks.
o | o 0 0
i 2. Find the kitchen ESSiE . T | % NaviLLM can combine the learned navigation
i Walk to the kitchen [y IRISSEIRUIR Y | and question-answering ability to solve more
i e n) L1 o A GRS i complex tasks, e.g., MP3D-EQA.
: o] E Answer the question :
:\ Output: White /:
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Conclusion

»  We propose the first generalist model for embodied navigation, enabling a wide
spectrum of capabilities required for embodied navigation.

»  We unify various tasks in a single model by adapting LLM and introducing schema-
based instruction.

»  Our single model achieves SoTA results on CVDN, SOON, and ScanQA, with a
significant margin of 29% compared to the previous SOTA on CVDN. Furthermore,
it also exhibits strong generalizability on unseen tasks.

June 2, 2024 Towards Learning a Generalist Model for Embodied Navigation



