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Embodied Navigation

n An agent located in 3D environment 
is required to navigate according to 
various forms of instructions and 
provide textual responses based on 
user queries.
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The Era of Large Language Models

Reference: A Survey of Large Language Models, arXiv 2023
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NaviLLM

n NaviLLM is an embodied model 
grounded in LLM, comprising two 
modules, i.e., a scene encoder and 
an LLM. 
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Schema-based Instruction

n The schema is designed to be a unified format that can adapt to different data sources 
and enable flexibility for wide span of tasks.
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Comparison with SoTA Methods

v Our method delivers SoTA results with a single model.
v Significant improvement on CVDN can be credited to the utilization of LLM and multi-task training.
v Better Performance on tasks with complex instructions.
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Generalization Ability on Unseen Tasks

v Our method generalizes to out-of-domain 
VLN tasks.

v NaviLLM can combine the learned navigation 
and question-answering ability to solve more 
complex tasks, e.g., MP3D-EQA.
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Conclusion

Ø We propose the first generalist model for embodied navigation, enabling a wide 
spectrum of capabilities required for embodied navigation.

Ø We unify various tasks in a single model by adapting LLM and introducing schema-
based instruction. 

Ø Our single model achieves SoTA results on CVDN, SOON, and ScanQA, with a 
significant margin of 29% compared to the previous SoTA on CVDN. Furthermore, 
it also exhibits strong generalizability on unseen tasks.


