
KDBTS: 
Boosting Self-Supervision for Single View Scene 

completion via Knowledge Distillation
keonhee-han.github.io/publications/kdbts/

Keonhee Han*,1 Dominik Muhle*,1,2 Felix Wimbauer,1,2 Daniel Cremers1,2

1Technical University of Munich 2MCML

Try to do the citations consistently. 

Look at other videos for inspiration



Training: self-supervised model leveraging 
multi-view information via video data

KDBTS
● Density Field: Image conditioned prediction via feature map. e.g. PixelNeRF2

[49] Behind the Scenes: Density Fields for Single View Reconstruction  [46] Ibrnet: Learning multi-view image-based rendering  
[53] pixelnerf: Neural radiance fields from one or few images                  [51] Monorec: Semi-supervised dense reconstruction …

    1. Exploiting visibility of Multi-Views 
via confidence-based view aggregation.
    2. Improving the single view scene 
completion by Knowledge Distillation.

    MVBTS KDBTS

1 Godard, Clément, et al. Digging into self-supervised monocular depth estimation., ICCV 2019
2 Yu, Alex, et al. pixelnerf: Neural radiance fields from one or few images, CVPR 2021
3 Wimbauer, Felix, et al. Behind the scenes: Density fields for single view reconstruction, CVPR 2023
4 Wang, Qianqian, et al. Ibrnet: Learning multi-view image-based rendering, CVPR 2021

Visibility Aggregation - multi views
Requires additional posed inputs

IBRnet4

Limited to visible areas

Monodepth21

Training: self-supervised model 
leveraging multi-view information 
via video data

Reasons about the whole scene
Limited accuracy due to single view input

BTS3



Self-Supervised Training in Multi-Views



Model Architecture - MVBTS



● Direct supervision by freezing all, except Single-View (Student) network
● Faster inference by smaller network, No posed inputs required

Model Architecture - KDBTS

Student

Teacher

Revise the text at the top - make it 

more consise



● Training data benchmark for MVBTS, and its frame setup.

Datasets & Training setup

Frame Arrangement

KITTI-360

KITTI

1 Eigen et al. Depthmap prediction from a single image using a multi-scale deep network.
2 Wimbauer, Felix, et al. Behind the scenes: Density fields for single view reconstruction, CVPR 2023
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● KDBTS handles occlusions as good as MVBTS, and outperform baselines.
Occupancy Estimation - KITTI 360

● More accurate occupancy estimation in further distance.



● KDBTS is on par with baselines.

● less depth artifacts from single 
view setting.

Depth Estimation - KITTI

Maybe only present the figure and

do the rest in the audio track => 

remove the left text



● KDBTS handles occlusions as much as MVBTS, and outperform BTS baseline.

Quantitative Evaluation

1 Yu, Alex, et al. pixelnerf: Neural radiance fields from one or few images, CVPR 2021
2 Wimbauer, Felix, et al. Behind the scenes: Density fields for single view reconstruction, CVPR 2023
3 Wang, Qianqian, et al. Ibrnet: Learning multi-view image-based rendering, CVPR 2021
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https://docs.google.com/file/d/1lXE3_VEzxp2MTI7uB2CghpcfJBHzq0N5/preview


KDBTS: 
Boosting Self-Supervision for Single View Scene 

completion via Knowledge Distillation

For code and pretrained models, 
please visit our project page:

keonhee-han.github.io/publications/kdbts/

MVBTS extends existing density field prediction to a confidence based Multi-View setting

Knowledge Distillation improves the single view scene completion, KDBTS.

State-of-the-art occupancy prediction on KITTI-360 due to better occlusion reasoning

https://docs.google.com/file/d/1lXE3_VEzxp2MTI7uB2CghpcfJBHzq0N5/preview

