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Introduction

Problem Definition: Text guided video editing
TL; DR: RAVE is a fast, zero-shot framework for text-guided video 
editing, compatible with off-the-shelf pretrained text-to-image (T2I) 
diffusion models.
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Motivation - Extension to Video Domain

Question: How to extend the ‘grid trick’ for zero-shot video editing?
Answer 1: Processing grids independently?
Answer 2: Adapting sparse-causal (SC) attention using grids?
Answer: RAVE

"a pink car in a snowy 
landscape, sunset 

lighting"

Answer 1: Grid Answer 2: Grid + SC Answer: RAVE
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Qualitative Results
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Qualitative Results

Input Video "Swarovski blue crystal swan" "crochet swan"



Qualitative Results – Extreme Shape Editing

Input Video "Switzerland SBB CFF 
FFS train"

"a tractor" "a firetruck"



Comparisons to Baselines

"Mysterious purple and 
blue hues dominate, with 

twinkling stars and a 
glowing moon in the 

backdrop"

RAVE RAVE w/o Shuffle Tokenflow [1]

FateZero [2] Rerender-A-Video [3] Text2Video-Zero [4]



Ablation Study

"dark chocolate cake" "RAVE" "w/o Shuffling" "w/o DDIM Inversion"



Ablation Study - Conditions

"dark chocolate cake" "RAVE (Depth)" "w/ Lineart" "w/ Softedge"

"Softedge Control""Lineart Control""Depth Control"
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Project Webpage Huggingface Demo
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