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Traditional image captioning

Zero-shot image captioning
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B Training-free or Text-only-training

A city street with many
people walking around. Text Decoder
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B Supervised training: require clean image-text pairs

B Closed-set: impossible to describe novel objects B Open-set: cover extensive visual concepts

B General captioning: lack of world knowledge and
diversity

B Knowledge-enhanced: abundant world knowledge in
CLIP and LLM



Zero-shot image captioning

® Training-free methods:

> Require no data

> Frozen CLIP + Frozen LLM
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Text-only-training oup Bap-2
MAGIC: A plate topped with cake and spoon. 0.76 0.89
DeCap: A piece of cake on a white plate with a spoon. 0.77 0.87
ViECap: Cake with white frosting on a white plate on a table. 0.75 0.73
MeaCapy,r: concepts: [slice lemon pie, serving plate]

, . . . . 0.83 0.83
caption: A slice of lemon pie with spoon on serving plate on table.

Training-free
ZeroCap: A large dessert eaten in the 2016 New Hampshire State Hotel. 0.87 0.75
ConZIC: A butter pie served at the famous Mary Teresa restaurant. 1.00 0.77
MeaCapyp: concepts: [slice lemon pie, serving plate] 084 082

caption: A slice of lemon pie with a spoon on a serving plate.

Hallucination generation

B Text-only-training methods:

> Require textual caption corpus
> Frozen CLIP + Learnable LLM
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embedding embedding

Text-only-training sccf,[; E;'frf
MAGIC: A red and white locomotive is being docked. 0.32 0.30
DeCap: A person that is on the ground and is holding his device. 0.51 0.22
ViECap: Before and after shots of a man in a suit and tie. 0.42 0.31
MeaCapr,r: concepts: [spiderman]

caption: A picture of a spiderman comics. 068 065
Training-free
ZeroCap: Image of a Web Hero. 0.74 0.27
ConZIC: A very attractive spiderman typical marvel definition. 0.82 0.59
MeaCapyp: cancgpts: [spi(_lermun] _ 077 0.68

caption: A comic book superhero called spiderman.

Knowledge forgetting



Motivation

® To maintain good generalization ability to images in the wild and to get
rid of unreasonable imagination

® To provide an alternative scheme to use captioning corpus rather than
using it to train the LM.
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Method

Retrieve similar captions from Memory bank

Subject-Predicate-Object triplets

Phrse

sit on

Memory TooN 1. Collection of stuffed toy bears sit on rock in outdeor scene, ]
[“‘-] i~ ﬂi’i ;|2 Four teddy bears from font sitting on ledge with patchwork grass.
E, . 3. Four teddy bears are posed on a rock.
L~—~'] 4. A group of woman holding teddy bears and resting on a the wall.
L. A group of stuffed bears sit in front of a wall. )
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sentence | A teddy bears with rock. 1 + [— + [/
LM | | Ateddy bears on rock. I ] — —
--.____.-/’.-—__ Memory-augmented visual-related fusion score

A teddy bears <M= rock

Key concepts: tedd;r' bears rock
: A teddy bears zitting rock

: A stuffed teddy bears sitting on rock

¢ A group stuffed teddy bears sitting on a rock

t A group of stuffed teddy bears sitting on a rock
: A group of stuffed teddy bears sitting on a rock
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Method

Memory

Parse captions into triplets

1. |1. Collection of stuffed toy bears sit on rock in outdoor scene.
T'opfV |3, Four teddy bears from font sitting on ledge with patchwork grass.
—+ 3. Four teddy bears are posed on a rock.
4. A group of woman holding teddy bears and resting on a the wall.
L. A group of stuffed bears sit in front of a wall.

Subject-Predicate-Object triplets
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A teddy bears sitting rock

A teddy bears standing rock.
A teddy bears holding rock.

A teddy bears with rock.
A teddy bears on rock.
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4 ; 4 eroup of stuffed teddy bears sitting on a reck
St 4 group of stuffed teddy bears sitting on a rock

rock

’




Method

Memory

"y

Merge concepts and filter noise
Subject-Predicate-Object triplets

1. Collection of stuffed toy bears sit on rock in outdeor scene,

T"i 'V |2, Four teddy bears from font sitting on ledge with patchwork grass.
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4. A group of woman holding teddy bears and resting on a the wall.

—— r. Four teddy bears are posed on a rock.

5. A group of stuffed bears sit in front of a wall.
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Method

Subject-Predicate-Object triplets
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Zero-shot captioning results on MSCOCO and NoCaps

Our training-free version compared to previous training-free methods

Method Text Corpus MSCOCO NoCap val (CIDEr)
© > Training Memory | B@4 M C S CLIP-S BLIP2-S | In Near Out Overall

ZeroCap [55] X X 26 115 146 55 0.87 0.70 133 149 19.7 16.6
Tewel et al. [54] X X 22 127 172 173 0.74 0.68 13.7 158 18.3 16.9
ConZIC [65] X X 1.3 112 133 5.0 1.00 0.76 154 16.0 20.3 17.5
CLIPRe [30] X CC3M 46 133 256 9.2 0.84 0.70 233 268 365 28.2
DeCap [30] CC3M CC3M 8§88 160 421 109 0.76 - 348 377 499 39.7
MeaCaprr X CC3M 7.1 16.6 425 118 0.84 0.81 35.3 39.0 45.1 40.2
MeaCapr,T CC3M CC3M 9.0 17.8 483 12.7 0.79 0.75 38.5 43.6 50.0 45.1

Table 1. Zero-shot captioning results on MSCOCO Karpathy-test split and NoCaps validations set. In, Near, and Out denote in-domain,
near domain, and out-of-domain. MeaCaprr is the training-free version and MeaCapr, 7 1s text-only training version.



Zero-shot captioning results on MSCOCO and NoCaps

Our Training-free version Compared with retrieve-based method

Method Text Corpus MSCOCO NoCap val (CIDEr)
© > Training Memory | B@4 M C S CLIP-S BLIP2-S | In Near Out Overall

ZeroCap [55] X X 26 115 146 55 0.87 0.70 133 149 19.7 16.6
Tewel et al. [54] X X 22 127 172 173 0.74 0.68 13.7 158 18.3 16.9
ConZIC [65] X X 1.3 112 133 5.0 1.00 0.76 154 16.0 20.3 17.5
CLIPRe [30] X CC3M 46 133 256 9.2 0.84 0.70 233 268 36.5 28.2
DeCap [30] CC3M CC3M 8§88 160 421 109 0.76 - 348 377 499 39.7
MeaCaprr X CC3M 7.1 16.6 425 11.8 0.84 0.81 35.3 39.0 45.1 40.2
MeaCapr,T CC3M CC3M 9.0 17.8 483 12.7 0.79 0.75 38.5 43.6 50.0 45.1

Table 1. Zero-shot captioning results on MSCOCO Karpathy-test split and NoCaps validations set. In, Near, and Out denote in-domain,
near domain, and out-of-domain. MeaCaprr is the training-free version and MeaCapr, 7 1s text-only training version.



Zero-shot captioning results on MSCOCO and NoCaps

Our Text-only-training version compared to previous text-only-training method

Method Text Corpus MSCOCO NoCap val (CIDEr)
© > Training Memory | B@4 M C S CLIP-S BLIP2-S | In Near Out Overall
ZeroCap [55] X X 26 115 146 55 0.87 0.70 133 149 19.7 16.6
Tewel et al. [54] X X 22 127 172 173 0.74 0.68 13.7 158 18.3 16.9
ConZIC [65] X X 1.3 112 133 5.0 1.00 0.76 154 16.0 20.3 17.5
CILIPRe [30] X CC3M 4.6 133 256 972 (R4 070 233 268 3615 282
DeCap [30] CC3M CC3M 8§88 160 421 109 0.76 - 348 377 499 39.7
_MeaCaprg X CCaM | 71 166 425 118 (R4 0.81 353 3900 451 402
MeaCapr,T CC3M CC3M 9.0 17.8 483 12.7 0.79 0.75 38.5 43.6 50.0 45.1 |

Table 1. Zero-shot captioning results on MSCOCO Karpathy-test split and NoCaps validations set. In, Near, and Out denote in-domain,
near domain, and out-of-domain. MeaCaprr is the training-free version and MeaCapr, 7 1s text-only training version.



In-domain / Cross domain captioning on MSCOCO and Flickr30K

In domain captioning

MSCOCO Flickr30K

Methods B@4 M C s |B@s M C S
Training on image-text pairs
Bottom-Up [3] g2 270 1135 203 ) 273 217 566 160
OSCAR [31] 365 303 1237 231 -
VinVL [66] 109 309 1406 25.1 -
ClipCap [39] 335 275 1131 211 .
SmallCap [47] 370 279 1197 21.3 - -
[-Tuning [37] 348 283 1167 218|252 228 615 169
Text-only-training, zero-shot inference

ZeroCapt [55] 7.0 154 4973 0.2 54 11.8 168 6.2
MAGIC [52] 129 174 493 11.3 6.4 13.1 204 7.1
ZEROGEN [56] 15.5 187 554 12.1 13.1 152 264 8.3
CLIPRe [30] 124 204 534 14.8 08 182 31.7 120
MeaCaprr 9.1 2006 56.9 15.5 7.2 178 365 13.1
Ml’:aCapTDT 17.7 243 84.8 18.7 | 153 2006 50.2 145

Table 2.

In-domain captioning results on MSCOCO Karpathy-
test split and Flickr30K Karpathy-test split. T means text-only re-
implemented version from [52].

Cross domain captioning

MSCOCO — Flickr30k Flickr30k—MSCOCO
B@4 M C S B@4 M C S

MAGIC[52] | 62 122 175 59 52 125 183 5.7
CLIPRe [30] | 9.8 167 30.1 103 | 60 160 265 102

Methods

Table 3.

Cross domain captioning results on MSCOCO and
Flickr30K Karpathy-test split.



Qualitative results with images contains world knowledge

Memory
Concepts

ConZIC: A lakers player peeking
through his sleeves prior to
retiring.

ZeroCap: A great NBA star dead.
MAGIC:A man in a wetsuit with a
wetsuit with a big.

DeCap: A man that is in the middle
of a game with a tennis racket.

[basketball, shooting guard]

ConZIC: Triangular tower picture
at virtual domain about france
website.

ZeroCap: A French landmark is
the name of the song.

MAGIC: A view of a big tower with
aclock onit.

DeCap: A tower that is in the
center of a tall tower.

[tower]

ConZIC: A dark knight
representing a gray landscape
background shaded.

ZeroCap: A Dark Knight in the
film.

MAGIC: A black and white photo
of a black and white zebra.
DeCap: A man that is standing in
the dark.

[character, batman]

MeaCapry: The basketball star
shooting guard Kobe.
MeaCapy,t: The basketball star
of shooting guard.

MeaCap: The famous Eiffel
tower in Paris.

MeaCapy,p: The famous tower
of tourist attraction.

MeaCapy: A fictional character
known as the batman.
MeaCapy,t: A character of
batman in the picture.



Apply designed memory mechanism to previous SOTA method

> Replace the entity classifier with our retrieve-
then-filter module in a plug-and-play way

CLIP Image .
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soft prompt
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meter inthe image.
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===

A black and white photo E
of a parking meter.

CLIP Image | .
Encoder Projector
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i brick wal i
g Fl

Retrieve
then filter

soft prompt

There are parking
=+ meter, brick wall i
the image.

\MeaCapyyLm

Prompt Template

Language
Model

A parking meter is shown
sgainsta brick wall,

———

Methods MSCOCO Flickr30K
Be@e4 M C S B@4 M C S
DeCap [30] 247 250 912 187 | 21.2 21.8 56.7 15.2
CapDec [41] 264 25.1 918 - 17.7 20.0 39.1 -
ViECap [13] 27.2 248 929 182 | 214 20.1 479 136
MeaCapr, v | 272 253 954 19.0 | 223 223 594 15.6
MSCOCO — Flickr30K Flickr30K—-MSCOCO
DeCap [30] 163 179 357 11.1 | 12.1 18.0 444 109
CapDec [41] 17.3 18.6 35.7 - 9.2 163 27.3 -
ViECap [13] 174 18.0 384 11.2 | 12.6 193 542 125
MeaCapr,pv | 185 195 439 128 | 131 19.7 564 13.2
Table 4. In-domain and cross-domain captioning results with

CLIP-invert language decoder.




Ablation for memory size
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Figure 7. Ablation study on memory size.
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Figure 5. Effect of the number of retrieved memory captions. We
reported the performance of MeaCaprr on the MSCOCO dataset
with varying the number of retrieved memory captions.



Thanks for watching!
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