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Image Encoder

Text Decoder
A city street with many 
people walking around.

CLIP

LLM
A vibrant morning in New 
York Time Square with 
busy people.

Freezed

◼ Supervised training: require clean image-text pairs 

◼ Closed-set: impossible to describe novel objects

◼ General captioning: lack of world knowledge and 
diversity

◼ Training-free or Text-only-training

◼ Open-set: cover extensive visual concepts

◼ Knowledge-enhanced: abundant world knowledge in 
CLIP and LLM 

Traditional image captioning Zero-shot image captioning



Zero-shot image captioning

◼ Training-free methods: ◼ Text-only-training methods：

Hallucination generation Knowledge forgetting

➢ Require no data

➢ Frozen CLIP + Frozen LLM

➢ Require textual caption corpus

➢ Frozen CLIP + Learnable LLM



Motivation

◼ To maintain good generalization ability to images in the wild and to get 
rid of unreasonable imagination

◼ To provide an alternative scheme to use captioning corpus rather than 
using it to train the LM. 
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Memory
CLIP
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Method

Retrieve similar captions from Memory bank



Method

Parse captions into triplets



Method

Merge concepts and filter noise



Method

Iterative insert/replace words based on retrieved concepts



Zero-shot captioning results on MSCOCO and NoCaps

Our training-free version compared to previous training-free methods



Zero-shot captioning results on MSCOCO and NoCaps

Our Training-free version Compared with retrieve-based method



Zero-shot captioning results on MSCOCO and NoCaps

Our Text-only-training version compared to previous text-only-training method



In-domain / Cross domain captioning on MSCOCO and Flickr30K

In domain captioning

Cross domain captioning



Qualitative results with images contains world knowledge

Memory
Concepts



Apply designed memory mechanism to previous SOTA method

➢ Replace the entity classifier with our retrieve-
then-filter module in a plug-and-play way



Ablation for memory size



Thanks for watching!


