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Monocular human mesh recovery has made rapid progress. Despite 
impressive performance on public benchmarks, existing methods 
struggle with unusual poses, limiting their deployment in challenging 
scenarios like dance and martial arts.

 We propose a large-scale dataset, named HardMo, contains 7M 
images along with precise annotations covering 15 categories of 
dance and 14 categories of martial arts. 

 We also construct two subsets named HardMo-Hand and HardMo-
Foot to specifically handle the two hardcases.

 First, we label the HardMo dataset with pseudo-labels through the 
Normal Annotation stage。

 Second, we refine these labels to obtain the HardMo-Foot and 
HardMo-Hand datasets with accurate pseudo-labels through the 
Hardcase Annotation stage.

• Benchmark on HardMo, HardMo-Foot and HardMo-Hand

HardMo-4DHumans can resolve these hardcases perfectly. 

 We develop an efficient and scalable pipeline for automatic annotation 
     and hardcase mining. This system offers a potent solution to the data        
     scarcity issue in the motion domain.  

 HardMo bridges the domain gap, containing 7 million images across 
over 300 different scenarios. As subsets of HardMo, HardMo-Hand and 
HardMo-Foot, the first of their kind, focus on solving the inherent 
hardcase issues.
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