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Background: Neural Representation for Video

NeRV: pioneer of image-wise implicit video representation

➢ Higher fitting quality

➢ Faster decoding speed

➢ Fewer training time

[1] Hao Chen, Bo He, Hanyu Wang, Yixuan Ren, Ser Nam Lim, and Abhinav Shrivastava. Nerv: Neural representations for videos. NeurIPS, 2021.
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Background: Neural Representation for Video

A series of subsequent works design more meaningful embeddings to improve the 

quality of video reconstruction.

➢ E-NeRV [ECCV’22]: Spatial-temporal positional embedding 

➢ HNeRV [CVPR’23]: Content-aware embedding

➢ …

[2] Zizhang Li, Mengmeng Wang, Huaijin Pi, Kechun Xu, Jianbiao Mei, and Yong Liu. E-nerv: Expedite neural video representation with  

disentangled spatial-temporal context. ECCV, 2022. 

[3] Hao Chen, Matthew Gwilliam, Ser-Nam Lim, Abhinav Shrivastava. Hnerv: A hybrid neural representation for videos. CVPR, 2023. 
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When decoding the t-th frame, 

➢ Most works (NeRV, HNeRV, …) only relies on the t-th temporal embedding.

⚫  struggle to align the intermediate features with the target frame.
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Challenges: Representation

When decoding the t-th frame, 

➢ Most works (NeRV, HNeRV, …) only relies on the t-th temporal embedding.

⚫  struggle to align the intermediate features with the target frame.

➢ Few works (E-NeRV, …)  adopt AdaIN module [4] to modulate intermediate 

features.

⚫ normalization operation might reduce the over-fitting capability of INR, 

resulting in limited performance gains.

[4] Xun Huang and Serge Belongie. Arbitrary style transfer in real-time with adaptive instance normalization. CVPR, 2017. 
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𝝁𝑡, 𝝈𝑡 = MLP 𝒛𝑡 ,

AdaIN 𝒇𝑡 𝝁𝑡, 𝝈𝑡 = 𝝈𝑡
𝒇𝑡−𝝁 𝒇𝑡

𝝈 𝒇𝑡
+ 𝝁𝑡,



Challenges: Representation

When designing the specific up-sampling block, 

➢ Existing studies: refine NeRV’s upsampling 

block for a more streamlined convolutional 

framework.

➢ Activation layers: the impact on the model’s 

representational ability remains under-

explored.

➢ GELU function: activate only a limited 

number of feature maps.
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When designing the loss function, 

➢ Previous works rely on L2 loss or a combination of L1 and SSIM losses.

➢ Fail to preserve high-frequency information (e.g., edges and fine details within each 

frame)

Temporal-aware Affine Transform!

Sinusoidal NeRV-like Block!

High-frequency Supervision!

How to improve the efficiency of NeRV methods?
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Challenges: Compression

In video compression, NeRV methods covert 

the video compression problem to the model 

compression task. 

➢ PQE: these components are optimized 

separately [1,2,3].

➢ Entropy minimization: inconsistency in the 

entropy models employed during both 

training and inference stages [5,6].

PQE: Three-step model compression pipeline

Entropy minimization: joint optimization of 

quantization and entropy coding

[5] Carlos Gomes, Roberto Azevedo, and Christopher Schroers. Video compression with entropy-constrained neural representations. CVPR 2023.

[6] Shishira R Maiya, Sharath Girish, Max Ehrlich, Hanyu Wang, Kwot Sin Lee, Patrick Poirson, Pengxiang Wu, Chen Wang, and Abhinav 

Shrivastava. Nirvana: Neural implicit representations of videos with adaptive networks and autoregressive patch-wise modeling. CVPR 2023.

Consistent Entropy Minimization!
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Method: Universal Boosting-NeRV Framework

Two primary components: 

• an embedding generator (→ specific video INR model) 

• a conditional decoder
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Boosted HNeRV: 

𝒚𝑡 = 𝐸 𝒙𝑡; 𝝓 , 
𝒛𝑡 = 𝑀 PE(𝑡); 𝝍 , 
ෝ𝒙𝑡 = 𝐹 𝒚𝑡 , 𝒛𝑡; 𝜽 ,

where PE 𝑡 = sin 𝑏0𝜋𝑡 , cos 𝑏0𝜋𝑡 , … , sin 𝑏𝑙−1𝜋𝑡 , cos 𝑏𝑙−1𝜋𝑡



Method: Universal Boosting-NeRV Framework

Our boosting framework can be easily generalized to other representation models (e.g., 

NeRV, E-NeRV and so on) by selecting appropriate embedding generators.
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Method: Temporal-aware Affine Transform

The TAT layer takes the temporal embeddings 𝒛𝒕 to produce 

channel-wise scaling and shifting parameters 𝜸𝒕 and 𝜷𝒕.

Identity-aware reconstruction!

By inserting the TAT residual block into existing video INRs, 

these aligned intermediate features can significantly enhance 

the models’ overfitting ability
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TAT 𝒇𝑡 𝜸𝑡, 𝜷𝑡 = 𝜸𝑡𝒇𝑡 + 𝜷𝑡,



Method: Sinusoidal NeRV-like Block

Diverse feature activation! 12/39

(Left) GELU: activate only a limited number of features.

(Right) SINE: activate diverse features & focus on different regions.



Method: Sinusoidal NeRV-like Block

Evenly-distributed Parameters!
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Replace a single HNeRV block with a 5×5 kernel for two SNeRV blocks with a 3×3 kernel.



Method: High-frequency Supervision

Details-preserving reconstruction!

Loss function: integrate a combination of the MS-SSIM and frequency domain losses 

into the L1 loss, ensuring a more comprehensive capture of high-frequency regions.
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ℒ𝑑 = ℒ1 𝐹𝐹𝑇(𝒙𝑡), 𝐹𝐹𝑇(ෝ𝒙𝑡) + 𝜆𝛼ℒ1 𝒙𝑡, ෝ𝒙𝑡

+𝜆(1 − 𝛼)(1 − ℒ𝑀𝑆−𝑆𝑆𝐼𝑀 𝒙𝑡, ෝ𝒙𝑡 )



Method: Consistent Entropy Minimization

Symmetric Quantization:

𝑄 𝑥 = ቞ ቝ
𝑥

𝜍
, 𝑄−1 𝑥 = 𝑥 × 𝜍,

Asymmetric Quantization:

𝑄 𝑥 = ቞ ቝ
𝑥 − 𝜂

𝜍
, 𝑄−1 𝑥 = 𝑥 × 𝜍 + 𝜂,

Network-free Gaussian Entropy Model: 

𝑝 ෝ𝒚𝑡 = ෑ

𝑖

𝒩 𝜇𝒚𝑡
, 𝜎𝒚𝑡

2  ∗ 𝒰 −
1

2
,
1

2
( ො𝑦𝑡

𝑖) ,

Optimization Objective:

ℒ = ℒ𝑑 + 𝜅ℒ𝑟 = ℒ𝑑 + 𝜅ReLU 𝑅 − 𝑅𝑡𝑎𝑟𝑔𝑒𝑡 ,

𝑅 =
σ𝑡=1

𝑇 𝑅 ෝ𝒚𝑡 + 𝑅 ෡𝜽 + 𝑅(෡𝝍)

𝑇 × 𝐻 × 𝑊
,

𝑅𝑡𝑎𝑟𝑔𝑒𝑡 = 𝐵𝑎𝑣𝑔

σ𝑡=1
𝑇 𝑁𝑢𝑚𝑒𝑙 𝒚𝑡 + 𝑁𝑢𝑚𝑏𝑒𝑙(𝜽) + 𝑁𝑢𝑚𝑏𝑒𝑙(𝝍)

𝑇 × 𝐻 × 𝑊
,

15/39[7] Johannes Ballé, David Minnen, Saurabh Singh, Sung Jin Hwang, Nick Johnston. “Variational image compression with a scale 

hyperprior”, ICLR 2018.



Comprehensive Evaluation: Video Regression
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Comprehensive Evaluation: Video Regression
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Comprehensive Evaluation: Video Compression
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Comprehensive Evaluation: Video Inpainting
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Comprehensive Evaluation: Video Interpolation
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Visualizations

Qualitative results 

of video regression 

and interpolation.
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Visualizations

Qualitative results 

of video inpainting.
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Ablation Study
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Summary

❖ Develop a universal framework to boost existing NeRV models, setting a 

new benchmark in the field of implicit video representation. 

❖ These advancements are primarily due to the integration of several novel 

developments, including the temporal-aware affine transform, sinusoidal 

NeRV-like block design, improved reconstruction loss, and consistent 

entropy minimization. 

❖ Source Code: https://github.com/Xinjie-Q/Boosting-NeRV
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https://github.com/Xinjie-Q/Boosting-NeRV


Thank you!

25


	幻灯片 1
	幻灯片 2: Background: Neural Representation for Video
	幻灯片 3: Background: Neural Representation for Video
	幻灯片 4: Challenges: Representation
	幻灯片 5: Challenges: Representation
	幻灯片 6: Challenges: Representation
	幻灯片 7: Challenges: Representation
	幻灯片 8: Challenges: Compression
	幻灯片 9: Method: Universal Boosting-NeRV Framework
	幻灯片 10: Method: Universal Boosting-NeRV Framework
	幻灯片 11: Method: Temporal-aware Affine Transform
	幻灯片 12: Method: Sinusoidal NeRV-like Block
	幻灯片 13: Method: Sinusoidal NeRV-like Block
	幻灯片 14: Method: High-frequency Supervision
	幻灯片 15: Method: Consistent Entropy Minimization
	幻灯片 16: Comprehensive Evaluation: Video Regression
	幻灯片 17: Comprehensive Evaluation: Video Regression
	幻灯片 18: Comprehensive Evaluation: Video Compression
	幻灯片 19: Comprehensive Evaluation: Video Inpainting
	幻灯片 20: Comprehensive Evaluation: Video Interpolation
	幻灯片 21: Visualizations
	幻灯片 22: Visualizations
	幻灯片 23: Ablation Study
	幻灯片 24: Summary
	幻灯片 25

